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1.

Recap Part 1
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= Sound as acoustic wave

Recap Part 1

= Representation of sound in digital formats
= QOther representation of music
= What is Music IR?

= |ntroduction of Audio Features
= Music Clustering: Music Maps

=  Combining Audio + Lyrics

= Audio Segmentation
= Chord Detection

= Source Separation
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= Music
Audio: wav, au, mp3, ...

What is Music? J\ﬂﬂﬂ“

sus S sua I ol |
. gt P e
Symbolic: MIDI, mod, ... L i ﬁ?g
Scores: Scan, MusicXML i
www.westminster.gov.uk
= Text = Community data = Video/lImages
- Song lyrics _ Market basket _ Album covers
— Artist Biographies _ Tags _ Music videos

—- Websites:
Fanpages, Blogs,
Album Reviews,

— Social Networks

— Spotify

Genre descriptions - Last.fm :
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wn What is Music IR? J\ﬂﬂﬂ“

What i1s Music IR?

= Searching for Music

— Searching for music on the Web
~ Query by Humming
— Similarity Retrieval

— Identity detection (fingerprinting)

= Extraction of information from music
-> plenty of other tasks!

FACULTY OF INFORMATICS |IfS




wn Music IR — Tasks Jmm

= Genre classification = Organization of music

= Mood classification = Audio Fingerprinting

= Music Recommendation = Audio segmentation

= Artist identification = |nstrument detection

= Artist similarity = Automatic source

= Cover song detection separation

= Rhythm and beat detection = Onset detection

= Score following = Optical music recognition
= Chord detection = Melody transcription .....
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2.

Feature Extraction from Music

FACULTY OF !NFORMATICS

1£S




Feature Extraction from Music dmm

Purpose?

— Information Retrieval! (see tasks before)

Text

— bag of words
~ n-grams

— Phrases

- POS

Music: ?7?

Challenge: too much audio data
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= Digital Audio
— Sampling Rate: 44,100 Hz

— 16-bit resolution for each channel

Too much Audio Data WDW

« 2 channels for stereo

" A3
— 88,200 Integers per second S \\
o
9
8 7
j T 7l
: \
; \
X 7
; T /]
, T/
T A |

................................................. FACULTY OF INFORMATICS [IfS




Excercise: Find Documents JUW
Containing the Word , Music*

Document 1:

“Most of these issues stem from the commercial interest in music by record labels, and therefore imposed rigid
copyright issues, that prevent researchers from sharing their music collections with others. Subsequently, only a
limited number of data sets has risen to a pseudo benchmark level, i.e. where most of the researchers in the field
have access to the same collection.”

Document 2:

“The Echonest Analyzer [5] is a music audio analysis tool available as a free Web service accessible over the
Echonest API and as a commercially distributed standalone command line tool. The Analyzer implements an onset
detector which is used for segmentation.”

Document 3:

“The Million Song Dataset (MSD), a collection of one million music pieces, enables a new era of research of Music
Information Retrieval methods for large-scale applications. It comes as a collection of meta-data such as the song
names, artists and albums, together with a set of features extracted with the The Echo Nest services, such as
loudness, tempo, and MFCC-like features.”

................................................. FACULTY OF INFORMATICS |[I£S




Excercise: Find Songs with Strings dmm

Song 1.
83, 58, 11, 11, 9, 60, 96, 25, 39, 42, 87, 90, 12, 26, 99, 69, 10, 56, 64, 41, 47, 61, 6, 40, 94, 23, 43, 52, 31, 77, 32, 57,

40, 89, 91, 28, 38, 96, 3, 90, 43, 18, 25, 16, 79, 97, 83, 64, 46, 70, 63, 34, 38, 39, 7, 66, 89, 95, 9, 47, 11, 59, 9, 17,
46, 92, 27, 58, 87, 46, 39, 100, 10, 2, 5, 53, 73, 56, 43, 46, 47, 67, 2, 60, 9, 23, 43, 21, 98, 34, 29, 62, 26, 72, 38, 98

Song 2:

55, 96, 11, 49, 83, 58, 11, 11, 9, 60, 96, 25, 39, 42, 87, 90, 12, 26, 99, 69, 10, 56, 64, 41, 47, 61, 6, 40, 94, 23, 43, 52,
31,77, 32, 57, 40, 89, 91, 28, 38, 96, 3, 90, 43, 18, 25, 16, 79, 97, 83, 64, 46, 70, 63, 34, 38, 39, 7, 66, 89, 95, 9, 47,
11, 59, 9, 17, 46, 92, 27, 58, 87, 46, 39, 100, 10, 2, 5, 53, 73, 56, 43, 46, 47, 67, 2, 60, 9, 23, 43, 21, 98, 34, 29, 62,
26, 72, 38, 98, 55, 96, 11, 49, 83, 58, 11, 11, 9, 60, 96, 25, 39, 42, 87, 90, 12, 26, 99, 69, 10, 56, 64, 41, 47, 61, 6, 40,
94, 23, 43, 52, 31, 77, 32, 57, 40, 89, 91, 28, 38, 96, 3, 90, 43, 18, 25, 16, 79, 97, 83, 64, 46, 70, 63, 34, 38, 39, 7

Song 3:

66, 89, 95, 9, 47, 11, 59, 9, 17, 46, 92, 27, 58, 87, 46, 39, 100, 10, 2, 5, 53, 73, 56, 43, 46, 47, 67, 2, 60, 9, 23, 43, 21,
98, 34, 29, 62, 26, 72, 38, 98, 55, 96, 11, 49, 83, 58, 11, 11, 9, 60, 96, 25, 39, 42, 87, 90, 12, 26, 99, 69, 10, 56, 64,
41, 47, 61, 6, 40, 94, 23, 43, 52, 31, 77, 32, 57, 40, 89, 91, 28, 38, 96, 3, 90, 43, 18, 25, 16, 79, 97, 83, 64, 46, 70, 63,
34, 38, 39, 7, 66, 89, 95, 9, 47, 11, 59, 9, 17, 46, 92, 27, 58, 87, 46, 39, 100, 10, 2, 5, 53, 73, 56, 43, 46, 47, 67, 2
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Excercise: Same Genre? wa—
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AC-DC - Highway to Hell

Excercise: ldentify Songs lﬂﬂﬁﬁ"

John Williams — Star Wars Main Theme

Rihanna feat. Calvin Harris — We Found Love

................................................. FACULTY OF INFORMATICS |[I£S




Audio Feature Extraction J\ﬂﬂﬂ“

= Reduce audio data by extracting information about:
~ Pitch
— Timbre
~ Rhythm

_ etc.

= - extract ,audio descriptors”
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mn Dimensions of Music Mﬂm
Timbre Melody

Instrumentation Harmony

N

Structure
Complexity
Rhythm
Tempo

Sociocultural Background
Lyrics  pMood

................................................. FACULTY OF INFORMATICS [IfS




Matching users and items

&
users [

expectations
HUMAN
KNOWLEDGE ;
i i emotions
i Eettglleanity memories understanding
semantic ‘
g o music :
a similarity graphic
scores
g p hytiyn genre semantic e
CONTENT features shot rhythm
OBJECTS R melody labels -
tags signs
dynamics harmony sentences motions
pitch
. scenes
timbre
loudness i
time adjectives
contrasts
SHGRAL frequency yeis
FEATURES spectrum
S textures
duration
articles shapes
energy numbers colors
Iitems AUDIO TEXT VIDEO
(music recordings) (lyrics, editorial data, (video clips, CD covers,
press releases, ...) printed scores, ...)
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= Low-level® features (Zero Crossings, RMS Energy,
Spectral Centroid, Rolloff, Flux, ...)

= MPEG-7 descriptors (temporal, spectral, timbral, ...)

Audio Features Jmm

= Mel-frequency Cepstral Coefficients (MFCCs)

= MARSYAS Features (Spectral, MPEG-compression-
based, Wavelet-based, Beat and Pitch Histograms)

= Rhythm Patterns, Statistical Spectrum Descriptors,
Rhythm Histograms
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Signal Processing

Time Domain Frequency Domain
(,Wave Form") (,Spectrum®)

Time-Frequency Transformation

Fourier Transform (FFT)
Discrete Cosine Transform (DCT)
Wavelet Transform
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Time-Domain Features Jmﬂﬁ“

Zero Crossing Rate (ZCR) = 3/ms

0.4 .
II\|II ' ,I".I II|I
0.2} |I I|I |II|I lil I|I A III
| |I |I| II| || ||I II|
() | | ,!...-ll. fl ol o ,Jl.\
o O—otumE - E—h—1 =15/5ms
= - \ || ElitiW A
= |I [ bk |I A | |/ \ |
g_ |I || ||| |I g || || || \/ |va/ II'., |
< 0'2"|| || '..J'l \/ ml \J
|| | [
U. 4 | iII II| iII
“crossing zero” is defined as:
_0.6 | | | |
0 1 2 3 4 5 (X[n-1] < 0 and x[n] > 0)
Time [ms]
or (x[n-1] > 0 and x[n] < 0)
measures noisiness or (x[n-1] # 0 and x[n] = 0).
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Time-Domain Features Jmﬂﬁ“

Root Mean Square (RMS)

n
1 § 2
Lrms — H I;‘
i=1

indication of loudness

................................................. FACULTY OF INFORMATICS [IfS




Signal Processing

Time Domain Frequency Domain
(,Wave Form") (,Spectrum®)

Time-Frequency Transformation

Fourier Transform (FFT)
Discrete Cosine Transform (DCT)
Wavelet Transform
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Fast Fourier Transform (FFT) JUW

= Fourier Transform:

2n—1 - )
_2mig .
fi = E Ty e In’ j=0,...,2n-1.
k=0

= Fast Fourier Transform (FFT):

- efficient algorithm to compute the discrete Fourier transform (DFT)
— divide and conquer algorithm
— O(N log N) instead of O(N?)

— N must be a power of 2
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= Magnitude Spectrum vs. Power Spectrum

Spectra mm

- the power spectrum is the magnitude spectrum squared
(calculated by, for each bin, by summing the square of the
imaginary output of the FFT with the square of the real value)

— magnitude spectrum and power spectrum rarely used directly
as features (too much raw information)

— many spectral features are derived from either
the power spectrum or the magnitude spectrum

................................................. FACULTY OF INFORMATICS |[I£S




= Spectral Centroid

Spectral Features

— center of gravity (balancing point of the spectrum)

— gives an indication of how “dark” or “bright” a sound is

_ Zilﬂ[ﬂ] *n
pIRAL

SC

P,[n] ... nt"frequency bin of power spectrum (with N bins)

t ... timeframe

Cory McKay, Automatic Music Classification with jMIR (PhD thesis, 2010)
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= Spectral Rolloff

- the frequency below which some fraction, k (typically 0.85, 0.9
or 0.95 percentile), of the cumulative spectral power resides

- measure of the skewness of the spectral shape

— indication of how much energy is in the lower frequencies

Spectral Features Jmm

SR, N
> Plnl=kY Pn]
n=l n=I

P,[n] ... nt"frequency bin of power spectrum (with N bins)
t... timeframe

Cory McKay, Automatic Music Classification with jMIR (PhD thesis, 2010)
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mn Spectral Features Jmm

= Spectral Flux
— squared differences in frequency distribution of two successive

time frames
— measures the rate of local change in the spectrum

SE, = E(N,[n] =N, [n])

n=I1

computed from the normalized magnitude spectrum N,n]

Cory McKay, Automatic Music Classification with jMIR (PhD thesis, 2010) FACU LTY OF INFORMATICS I _F S




mn Spectral Features Jmm

= Spectral Variability:

- standard deviation of the bin values of the magnitude spectrum

— provides an indication of how flat the spectrum is and if some
frequency regions are much more prominent than others
= Strongest Partial:
— center frequency of the bin of the magnitude or power spectrum

with the greatest strength
— can provide a primitive form of pitch tracking

= and others ...

Cory McKay, Automatic Music Classification with jMIR (PhD thesis, 2010) FAC U LTY OF 'NFORMATICS i _F S




MPEG7 Features Jmm

= "Multimedia Content Description Interface”

= |SO/IEC standard by MPEG (Moving Picture Experts Group)
* Providing meta-data for multimedia

= MPEG-1, -2, -4: make content available

= MPEG-7: makes content accessible, retrievable, filterable,
manageable (via device / computer).

= Detalils:
ISO/IEC JTC1/SC29/WG11N6828; editor:José M. Martinez
Palma de Mallorca, Oct. 2004, MPEG-7 Overview (version 10)
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= Low-level descriptors

MPEG7 Features

— spectral, parametric, and temporal features of a signal

= High-level description tools:
specific to a set of applications

— general sound recognition and indexing

— instrumental timbre
— spoken content

— audio signature description scheme
— melodic description tools to facilitate query-by-humming
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MPEG7 Features

MPEG7 Features

Audio Framework

Silence D

Timbral Temporal
LogAttackTime D
TemporalCentrond D

Basic Spectral
AudioS pectrumEnvelope D
AudioSpectrumCentroid D

AudioS pectrumS pread D
AndioS pectrumFlatness [

Timbral Spectral
HarmonicSpectralCentroid [
HarmonicS pectral Deviation D

HarmonicS pectral Spread D
Harmome3pectral Vanation D
SpectralCentroid D

Spectral Basis
AndioSpectrum Bagis D

AudioSpectrum Projection D

Basic
AndioWaveform D
AndioPower D

Signal parameters
AndioHarmoneity I
AundioFundamental Frequency D

FACULTY OF !NFORMATICS

1£S




Mel-Frequency Cepstral Coefficients (MFCC)

used previously in speech recognition
model human auditory response (Mel scale)

,cepstrum® (s-p-e-c reversed): result of taking the
Fourier transform (FFT) of the decibel spectrum as if it
were a signal

show rate of change in the different spectrum bands

good timbre feature

FACULTY OF !INFORMATICS
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mn MFCC: Mel Scale WDW

= perceptually motivated

= Mel comes from the word melody to indicate that the scale is based
on pitch comparisons

= reference point:
1000 Hz tone, 40 dB above listener's threshold = 1000 Mels

5000

7
d
2000 o
7
_ 1000
]
= 500
s Mel Scale:
S 200 , _
3 - > < 500 Hz linear
. > 500 Hz non-linear

20
002 005 01 02 05 1 2 5 10 20
Frequenz / kHz

http://en wikipedia org/wikilMel scale | .. FACULTY OF INFORMATICS |IfS




mn MFCC Features Jmm

Waveform
= MFCC feature calculation: !
— Fourier transform of signal window Convem: -
— Mapping of frequency bins to Mel scale Take discrete
(using triangular overlapping windows) 7
- log of powers at each of the Mel frequencies e A bectrum
— discrete cosine transform of the list of Mel log {
powers (,as if it were a signal®) smoothing
- MFCCs are the amplitudes of the resulting !
spectrum Discrete cosi:e transform

MFCC Features

Logan, ISMIR2000, Mel Frequency Cepstral Coefficients for Music Modeling
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Amplitude

MFCC Features

Frequency

MFCC

m‘” "

'iwi'mw mu""" w

IF || Illll.l. ||| |
| Ifll

lel ' || "|||f||| 1ll‘l ’Il |:FI|I|I 1)

||F'

II*III

150 200 250 300 35
Frames
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Rhythm Pattern (RP)

— fluctuations on critical frequency bands
(a.k.a. Fluctuation Pattern)

= covers rhythm in the broad sense

G1op
sk
15 | |
0z 17 3.4

Classical Rock

5
modulation frequency [FHz]

] e
modulation frequency [Hz]

................................................. FACULTY OF INFORMATICS
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Rhythm Pattern (RP) Jmﬂﬁ“

Wﬂ Segmentation (6 s)

A 4

Spectrogram (FFT)

A 4

Bark scale (24 bands)

A 4

Spectral Masking

A 4

Decibel

Modulation Amplitudes

A 4

Phon

A 4

Fluctuation Strength

A 4

Sone

Filtering/Smoothing

A 4

Rhythm Pattern
features

(1440 dimensions)

................................................. FACULTY OF




Rhythm Pattern (RP) Jmﬂﬁ“

m " M scgmentation (6 s) - pre-prosessing step

A 4

Spectrogram (FFT)

A 4

Bark scale (24 bands)

A 4

Spectral Masking

A 4

Decibel

Modulation Amplitudes

A 4

Phon

A 4

Fluctuation Strength

A 4

Sone

Filtering/Smoothing

A 4

Rhythm Pattern
features

(1440 dimensions)
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Rhythm Pattern (RP) Jmﬂﬁ“

mﬂ Segmentation (6 s)

Spectrogram (FFT) - Fourier Transform / Spectral Analysis

A 4

Bark scale (24 bands)

A 4

Spectral Masking

A 4

Decibel

Modulation Amplitudes

A 4

Phon

A 4

Fluctuation Strength

A 4

Sone

Filtering/Smoothing

A 4

Rhythm Pattern
features

(1440 dimensions)
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Rhythm Pattern (RP) Jmﬂﬁ“

25

m»

‘ ol L b z 15t

W—» Segmentation (6 s) 2.1

l \ 4 5F
Spectrogram (FFT) TP VR TR TEr— =

Frequency [Hz]
perceptual Bark scale

Bark scale (24 bands) |~

A 4

Spectral Masking

A 4

Decibel

Modulation Amplitudes

A 4

Phon

A 4

Fluctuation Strength

A 4

Sone

Filtering/Smoothing

A 4

Rhythm Pattern
features

(1440 dimensions)
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Bark Scale

= psychoacoustical scale (related to Mel scale)

= 24 critical bands” of hearing (non-linear)

= proposed by Eberhard Zwicker in 1961

0 1 L 1 L 1 1 1 1
00351127 2 27 3744 53 64 7.7
Frequency [Hz]

http://en.wikipedia.org/wiki/Bark_scale

953

12 135
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Rhythm Pattern (RP) Jmﬂﬁ“

mﬂ Segmentation (6 s)

A 4

Spectrogram (FFT)

A 4

Bark scale (24 bands)

Spectral Masking

A 4

Decibel Modulation Amplitudes
A 4 A 4
Phon Fluctuation Strength
A 4
Sone Filtering/Smoothing
\ 4

Rhythm Pattern
features

(1440 dimensions)
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wn Spectral Masking wa

= Occlusion of a quiet sound by a louder sound when
both sounds are present simultaneously and have
similar frequencies
— Simultaneous masking: two sounds active simultaneously
— Post-masking: a sound closely following it (100-200 ms)
— Pre-masking: a sound preceding it (usually neglected, only
measured during about 20ms)
= Spreading function defining the influence of the j-th
critical band on the i-th
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Rhythm Pattern (RP) Jmﬂﬁ“

mﬂ Segmentation (6 s)

A 4

Spectrogram (FFT)

A 4

Bark scale (24 bands)

A 4

Spectral Masking

Decibel Modulation Amplitudes
/ v v
P\ Phon Fluctuation Strength
Lag = 10log,, [ =
dB 210 i) v
Sone Filtering/Smoothing

A 4

Rhythm Pattern
features

(1440 dimensions)
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Rhythm Pattern (RP) Jmﬂﬁ“

mﬂ Segmentation (6 s)

A 4

Spectrogram (FFT)

A 4

Bark scale (24 bands)

A 4

Spectral Masking

A 4

Decibel

Modulation Amplitudes

A 4

Fluctuation Strength

equal loudness curves - Phon

A 4

Sone

Filtering/Smoothing

A 4

Rhythm Pattern
features

(1440 dimensions)

................................................. FACULTY OF !NFORMATICS



= Relationship between sound
pressure level in decibel and
hearing sensation is not
linear

= Perceived loudness depends
on frequency of the tone

= equal loudness contours for
3, 20, 40, 60, 80, 100 phon

on-line test;

sound pressure level (dB re 2x 1077 N/m

Equal loudness curves (Phon)

| Threshold of audibility
{ | | i ‘

——t 1t 1§ -

—t

, | [ |

20 40 60 100 200 500 1000 2000
Frequency (Hz)
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Rhythm Pattern (RP) Jmﬂﬁ“

mﬂ Segmentation (6 s)

A 4

Spectrogram (FFT)

A 4

Bark scale (24 bands)

A 4

Spectral Masking

A 4

Decibel Modulation Amplitudes
A 4 A 4
Phon Fluctuation Strength
specific loudness sensation - Sone Filtering/Smoothing
\ 4

Rhythm Pattern
features

(1440 dimensions)

................................................. FACULTY OF !NFORMATICS



Sone Transformation wa

8

Loudness Level [phon]
3

o

0 10 20 30 40 0 60
Loudness Sensation[sons]

Sone 1 2 4 8 16 32 64
Phon 40 50 60 70 80 90 100

= Perceived loudness measured in Phon does not increase linearly
= Transformation into Sone

= Up to 40 phon slow increase in perceived loudness,
then drastic increase

= Higher sensibility for certain loudness differences

................................................. FACULTY OF INFORMATICS ‘IfS\



Rhythm Pattern (RP): 2 examples Jm)w

Queen — Another One Bites The Dust (first 6 seconds)

PCM Audio Signal Power Spectrum Bark Scale

00000

20000 FFRERES SRS S et i e
........

15000 | b 3 '

000000

Frequency

L (R L BB R

100 150 200 250
Time
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Rhythm Pattern (RP) Jmﬂﬁ“

mﬂ Segmentation (6 s)

A 4

Spectrogram (FFT)

A 4

Bark scale (24 bands)

A 4

Spectral Masking

A 4

Decibel

Modulation Amplitudes - 2N FFT

A 4

Phon

A 4

Fluctuation Strength

A 4

Sone

Filtering/Smoothing

A 4

Rhythm Pattern
features

(1440 dimensions)

................................................. FACULTY OF !NFORMATICS



Amplitude modulation dm)w

= Loudness of a critical band usually rises and falls several
times

= Periodical pattern, a.k.a. rhythm

= another Fourier Transform retrieves magnitude of
modulation for various repetition rates (modulation
frequencies) (from 0 to 43Hz) (a.k.a. ,cepstrum®)

= A modulation frequency of 43Hz corresponds to almost
2600bpm - cut-off at 10 Hz (600 bpm)

= 60 bins per frequency band
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Rhythm Pattern (RP) Jmﬂﬁ“

o
tn

Wﬂ Segmentation (6 s)

Weighting Factor
o
o

04
A 4
0z
Spectrogram (FFT)
\ 4 OO 4 8 12 16 20 24
Bark scale (24 bands) Modulation Frequency [Hz]

weighting according

Y to human perception

Spectral Masking

A 4

Decibel

Modulation Amplitudes

A 4

Phon

Fluctuation Strength

A 4

Sone

Filtering/Smoothing

A 4

Rhythm Pattern
features

(1440 dimensions)
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Rhythm Pattern (RP) Jmﬂﬁ“

‘ i bk ; =Gradient filter to emphasize
»W_’ Segmentation (6 s) distinctive beats

y =Gaussian smoothing to blur slightly
Spectrogram (FFT)

A 4

Bark scale (24 bands)

A 4

Spectral Masking

A 4

Decibel Modulation Amplitudes
A 4 A 4
Phon Fluctuation Strength
A 4
Sone Filtering/Smoothing
\ 4

Rhythm Pattern
features

(1440 dimensions)
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Rhythm Pattern (RP): 2 examples Jm)w

Classical Metal

' l ' 'l # M PCM Audio Signal

Power Spectrum

Frequency Bands

Masking Effects

h'nn rhhﬂmhuu |h.|rrmr|hlm 1

i Phon
mJ- h-m 1 bl a'h-u I‘i'l

Sone .
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Classical

Rhythm Pattern (RP): 2 examples dmm

modulation amplitude
spectrum (“cepstrum”)

Fluctuation Strength

Filter (Gradient, Gauss)

| Median
| / 24*60=

1.440-dim feature vec.
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Importance of Psycho-Acoustics MﬂﬁM

Wﬂ Segmentation (6 s)

A 4

Spectrogram (FFT)

A 4

Bark scale (24 bands)

A 4

problematic — Spectral Masking
v
crucial — Decibel Modulation Amplitudes
v v
crucial — Phon Fluctuation Strength

BN dependent
__—on music data

\ 4
crucial — Sone

Filtering/Smoothing

A 4

Rhythm Pattern
features

(1440 dimensions)

................................................. FACULTY OF




Rhythm Pattern lﬂﬂﬁﬁ“

Feature Re-Synthesis

=  What do the features really capture?
= [tis not

= Rhythm

= Pitch/melody

= Energy

= ltis all of the above to some degree:
complex rhythmic/fluctuation patterns

= Re-synthesis
€ ¢ ¢ ¢
original re-synthesised original re-synthesised
hiphop reggae
................................................. FACULTY OF INFORMATICS ‘IfS\



Statistical Spectrum Descriptor (SSD):

SSD Features

= description of each of the 24 critical bands
of the Sonogram by 7 statistical measures

= 168 feature attributes (24x7)

mean
median
cri2tiAéa| variance
Bands skewn_ess
(Bark scale) kL!I‘tOSIS
min
max

Bark-scale Sonogram (after Sone Step of RP)
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e

Rhythm Histogram (RH)

critical

Modulation frequency ,cepstrum®
bands

(after 2nd FFT of RP)

e & ETEE
modulation frequency
- ~ —/  aggregation

(before weighting and blurring)

= histogram of modulation magnitude per modulation frequency

= 60 bins -> 60 feature attributes

................................................. FACULTY OF INFORMATICS ‘IfS\



Time Aspect in Features Jmm

A BN

- features usually extracted from segments in time

- finally summarized by aggregation (mean, median)

- temporal aspects and information about variations lost
- why not measure these variations?
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= TSSD Features:

— Extraction of multiple SSD features

(various 6 seconds segments)

Temporal Features

over time

— Statistical measures™ of changes of SSD feature attributes (for

each of the 168) over time

— > 1176 attributes in final feature set

= TRH Features:

— analogously for RH features

— =2 420 attributes in final feature set

*

mean
median
variance
skewness
kurtosis
min

max
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RP (1440 dim)

SSD (168 dim)
RH (60 dim)
RP+SSD
RP+RH
SSD+RH
RP+SSD+RH

ensemble class.

Classification Accuracy in %

Comparison of Feature Sets

3 benchmark music collections

GTZAN

64.4
72.7
44 1
72.3
64.2
/4.9
72.4
77.5

ISMIRrhythm

82.8
54.7
79.9
83.5
83.7
82.7
84.2
89.1

75.0
78.5
63.2
80.3
75.9
79.6
80.0
84.0
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Feature Set Applications Jmm

= Retrieval of Music by Sound Similarity

= Music Recommendation
= Semantic Content Description
= Automatic Genre Classification

= etc. (more later)
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Example 1: classical song

Retrieval by Similarity

Query Song: classical_2-fruhlingsnacht.mp3

Top 5 and #10 similar songs according to different feature sets:

Features:
Rank:

1. W
2. {
3. <
4, W
5. v
10. )

RH

classic
classic
classic
world

classic

classic

u{i
QJ&
QJ&

QJ&

SSD

classic
classic
classic
classic

classic

classic

& & & & &

RP

classic
classic
classic
classic

classic

classic

MFCC

& classic
& classic
@ classic
{ classic

& classic

& classic
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Example 2: rock/pop song

Query Song: rock_pop_1-nocturne.mp3 !

Top 5 and #10 similar songs according to different feature sets:

Features: RH
Rank:

1. & rock_pop
2. & world

3. g electronic
4. & jazz_blues
5. @ rock_pop
10. & rock _pop

%&

.Q/A
9
%‘

SSD

rock_pop
rock_pop
world

electronic

electronic

rock _pop

«
@
Q
€
«

@

Retrieval by Similarity

RP

rock_pop &
rock_ pop
world 9

jazz_blues &

metal_punk §

MFCC

rock _pop
electronic
electronic
electronic

electronic

metal_punk & electronic
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Example 3: electronic music

Retrieval by Similarity

Query Song: electronic_10-walking_safely.mp3 «

Top 5 and #10 similar songs according to different feature sets:

Features:
Rank:

1.

o & 0D

10.

RH

& rock_pop
& rock _pop
& world
 electronic
« world

& electronic

%&

SSD

electronic
jazz_blues
rock _pop
rock_pop

rock _pop

rock_pop

Q)

RP

rock_pop
rock_pop
world

rock_pop

world

MFCC

& rock_pop
< world

@ electronic
 rock_pop
@ metal_punk

metal_punk < rock pop
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Similarity Measurement Jmm

= different distribution of distances
and different distance value ranges for each feature set

RH RP

SSD MFCC
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Mid and High-Level Features Jmm

= Onset detection

= Beat histograms, Pitch histograms
= Beat detection, BPM recognition

Boundary between

= Detection of pitch, harmony low/mid/high blurry!

= Structure detection (chorus, verse, ...)
= Key detection

towards

= Chord reCOgnition semantic concepts

= Instrument recognition

-> creation of larger systems from individual features

................................................. FACULTY OF INFORMATICS |[I£S




= Features extracted from MIDI or

= advantages compared to audio:

— no audio signal analysis necessary

Symbolic Features

MusicXML files

based on note and pitch statistics, variations etc.

— note frequencies automatically contained in file

— NO source separation necessary, etc.

— actual sound is missing!

disadvantages compared to audio:

(difficult for detecting instruments, timbre, ...)

FACULTY OF !INFORMATICS
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Symbolic Features (examples) Jmm

= Pitch: occurrence rates of diff. notes, pitch classes, ranges, variety

= Rhythm: time intervals, attacks, duration of notes, meters and
rhythmic patterns

= Melody: melodic intervals, variation, melodic contours, phrases
= Chords: types of chords, vertical intervals, harmonic movement

= Instrumentation: types of instruments, importance, pitched vs. non-
pitched, ...

= Texture: # + rel. importance of independent voices, polyphonic,
homophonic

= Dynamics: loudness of notes, variations in dynamics

- jSymbolic
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Audio Features - Summary WW“

= numerous features can be calculated from audio

= presented a selection of low/mid-level features

= many further features exist or can be calculated

= features capture different characteristics of sound

= have different dimensionality

= perform differently on different tasks

= and on different audio collections

= are joined for larger music information retrieval systems

= usually with the aim to detect higher semantics:
chords, key, instruments, genre, mood ...
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= undesired side-effects in features

Audio Features - Problematics Jmm

— volume (loudness) dependence
— noise (clicks) can have an impact (also pitch/tempo changes)

- ,production effect” (artefacts from (CD-)mastering ,visible® in features)
= different feature sets — different distance values and measures
= how to combine feature sets?

— simply concatenating feature vectors? — weighting necessary
= proper normalization needed (but which?)

— attribute normalization - zero mean/unit length normalization

— (vector normalization)
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Audio Features - Problematics Jmm

= testing on real-world datasets

— copyright issues also for researchers (transfer of datasets...)
- benchmark datasets often too small

— too few genres (or ,wrong“ genre assignments)

— real-world feedback for similarities needed (manpower!)

— artist/album effect (,production effect®):
train and test dataset should not contain tracks from same
album or artist, because it might be ,artificially easier” for
algorithm
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Questions?
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3.

Audio Feature Extraction Tools
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= Extractor for
— Rhythm Patterns

— Statistical Spectrum Descriptors

— Rhythm Histograms
- TSSD, TRH

Rhythm Pattern Extractor

= by Pampalk, Lidy, Rauber et al., TU Wien

= available in Matlab and Java

http://www.ifs.tuwien.ac.at/mir/downloads.html
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MARSYAS

T
MARSYAS MA R SYAS

ALYSIS, RETRIEVAL AMD SYMTHESIS FOR AUDRIO SIGMALS

= Music Analysis, Retrieval and Synthe3|s for
Audio Signals
= implements a range of functions and feature extractors:
— Zero Crossings, Spectral Centroid, Rolloff, Flux, ...

- MPEG-compression-based, Wavelet-based, Beat and Pitch
Histograms

= by George Tzanetakis (Univ. of Victoria, Canada),
now Open Source (C++)
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JMIR (JAudio, j]Symbolic)

= open-source feature extraction + classification in Java

http://jmir.sourceforge.net/

28 audio features

160 symbolic features

The jMIR Components

O

[

Audio Music

Symbolic Music

Internet Data

| MusicMetaManager

Metadat manager

1.

1

Codaich Bodhidharma MIDI
Andro dataset Symbalic dataset
5 P
jAudic iSymbolic

l

Feature extracton

Feature extiactos

iWebMiner |

Featuae extractor

ACE XML Files

Standardhze fin

| Metalearner pnd ©

ACE

fication engme |

Classification [

omput/

8ne

24 Edit Recording [[XERM Playback Help

Save Seftings...
Save BatchFile...
Load Settings...
Load Batchfile...

Define Batch 73
Execute Batches
Remove Batch b,
View Batch L

Exit
10 Snoopy And Woodstock.mp3
11 Ustie Birdie.mp3
12 Why, Charlie Brown.mpd
13 Joe Cool's Blues [Snoopy's Returrl....
23 Tu solus, qui facis mirabilia. mp3
27 De profundts damav ad te.mpd
31 Innsbruck, ich muss dich lassen.mpd
20 Jeu de Robin et de Marionmp3
42 Asprocore e sehaggiompd
05 Beli, bonne, sage.mpd
22 A Chantar.mp3
21 Canvel la lauzeta mower.mp3
51 o parto_ & non piu disslmpd
47 Datermi pace, o dhiri migi pengie
61 Revecy venir du printans.mp3
S4 Cruda Amarillimp3

Global Window Change
.~ Output Format
& Sample Rate (kHz)

Normalise Recordings
——————— —!I.D!IHII'EI"II!JHﬂK.'ITu'Iﬂh‘IuM'a

P..
B Path
Music/iTunes fiTunes

JUS &S MCe RS MU IC T whes fiTunes ...
JUsersmoennis Music/iT unes fiTunes ...
JUsrsmoennis Music/iTunes fTunes ...
JUsers e nnis IMUSICITT unes fiTunes ..
JUsersmoennis Music/iT unes fiTunes ..
UsersmoennisMusic/iTunes fiTunes ...
TUsersmcennis (Music T unes fiTunes ..,
JUsers meenns (MUsSICITTunes fiTunes ...
Usersmoennis/Music/iTunes [iTunes ..
Usersjmoennis/Music fiTunes [Tunes ...
JUsersmeennis Music/iTunes fiTunes ...
Usersjmoennis/Music/iTunes [iTunes ...
IUsers fmcennis Mustic T unes fTunes ..
JUsers imcennis fMusic fiTunes fiTunes ..
JUsers mcennis [Music/iTunes fiTunes ...
fUsers imoennls fMusic /T unes fiTunes ...
U fce nns M i T ungs fTungs ..,
Users i meennis (MUsSic/iT unes fiTunes ...
{Users moennis (MUsic/iT unes fiTunas ...
JUsiers imce nnls (Mus i T unes fiTunes ...
JUSers i mce i IMUsSic T snes fiTunes ..
JUsers e nsis (MUsic/iT unes fiTunes ..
JUsers imoennis Mus ic /T unes fiTunes ...

& Add Recordings

=

AF :
31 Delete Recordings }

(& Fearsre Nulues Swe Path

(" Feature Definitions Save Path: )

feature_valugs_L.xml

feature_definitions_1.xml

initiated by Cory McKay, McGill University

FEATURES:

¥

[EEHE TETE e BEEVEHE AL HEIRE AEA]E AEAENE HEIREAIEAEREE)

Feature
Relative Difference Function
Peak Based Speciral Smoothness
Partial Based Spectral Flux
Partial Based Spectral Centrold
Peak Detection
Method of Moments
LPC
MFCC
Strongest Frequency Via FFT Maximum
Strongest Frequency Via Spectral Centroid
Strongest Frequency Via Zero Crossings
Strength OF Strongest Beat
Beat Sum
Strongest Beat
Beat Histogram
Zero Crossings
Fraction Of Low Energy Windows
Root Mean Square
Spectral Variability
Compactness
Spectral Flux
Spectral Rolloff Point
Speciral Centroid

POwer Spectrum

Magnitude Spectrum
) Save Features For Each Window
Windew Size (samples): 512
Window Overlap (fraction]: 0.0

DimEnsion
1 ~

1

variable
5

10

13

1

variable

e

variable 0
variable T

¥ Save For Overall Recordings

Extract Features
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mirtoolbox

= large number of state-of-the-art audio features

= conveniently usable as Matlab functions

= well-suited for experiments

Synthetic overview of the features available in MIRtoolbox 1.2

http://lwww jyu.filhum/laitokset/musiikki/en/research/coe/materials/mirtoolbox

by Olivier Lartillot et al., University of Jyvaskyl, Finland - - - - FACU LTY OF INFOthATICS
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mn BeatRoot Jmm

= (Interactive) Beat Tracking and Visualisation (Java)
= winner of MIREX 2006 Audio Beat Tracking Competition

= by Simon Dixon, Queen Mary University London

Audio Input

l

Onset Detection

—

101 Clustering | Beat Tracking Agents

Cluster Grouping Agent Selection

Tempo Induction Subsystem Beat Tracking Subsystem
iew ra l
Q ] Beat Track
Queen Mary!
University of London
L)

http://www.elec.gmul.ac.uk/people/simond/beatroot/index.html FACULTY OF INFORMATICS I .F S




mn Echonest mm

= Online Web API for audio feature extraction + meta-data
(commercial, but limited free usage)

= delivers beats, key, tempo, segments etc. from audio

= delivers news, blogs, reviews etc.

http://developer.echonest.com/ FACULTY OF INFORMATICS i 'F S




mn CLAM &, pw i

= software framework for research and application
development in the Audio and Music domain

= by Music Technology Group (MTG), UPF Barcelona
= CLAM stands for C++ Library for Audio and Music

OutControlSender_

= in Catalan it also means something like = ) m-

"a continuous sound produced by
a large number of people as to show
approval or disapproval of a given event"

http://clam-project.org/ FACULTY OF INFORMATICS if S




= Music to Knowledge (Java)

M2K

= Flow-Chart-based connection of algorithms

File Edit Tools Yiews RAD Help

i 4]
€ ncsa

et D2K-DEMO-FeatureExtractionToC45DT

( Run p'){'p-...,.- 1) (Checkpoint )

AT
(Abort 1)

?
N
aulllj‘ s|anan‘ sanpopw

— |l
@ Centroid g SignalWaweRead
B ElermentAdid

@ ElementMultifly

B Flux

@ HalfWaveRectifier

@ InnerProduct

Blog

@ Loglo

@ Logz

@ Magnitude

@ Mean

@ Meanarray

@ MedianDynamicThreshold
@ Horm

@k

StreamzignalsFromarray

| suonezijensia | sa

[ -5

— al—al=a

5 J
e Wincow

FFTReal Magnitude

@ NormaliseFunction
B Pow

B ScalarMultiphy

@ spectralRollOff

MelFiterBank

e a)- |
~

= Stephen Downie et al., University of lllinois

http://www.music-ir.org/evaluation/m2k/
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Questions?
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4.

Benchmarking in Music IR
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= Discussion started at ISMIR 2001

_ evaluation frameworks

Evaluation in Music IR: History JUW

_ standardized test collections
_ tasks and evaluation metrics

= IMIRSEL project started 2002:
(International Music Information Retrieval Systems Evaluation
Laboratory), Univ. of lllinois, Stephen Downie

= First Audio Description contest at ISMIR 2004
= MIREX (Music Information Retrieval Exchange) started in 2005
= Annual, in connection with ISMIR conferences

= Evaluating many approaches of the MIR domain
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2004 Audio Description Contest

[Z£ ISMIR 2004 - 5th International Conference on Music Information Retrieval - Mozilla

File Edit View Go Bookmarks Tools Window Help
@ . owm . @ $@ o, =k
F Reload ; p |§} vl[a_search] Print

7| 4% Home |‘tanokmarks # Dictionary ¢ Google # kartoo # BabelFish # ifs-webAdmin # CUPS Printer o ifs-Mailadmin #® MyBiblio - Nicht angem

& Gallery 2005

L)

ISMIR.

e e .

ﬂh: T
>

Call For Papers [ ]
Submissions [ ]

Conference venue [ ]
Exhibition [ 1

Important Dates [ ]

Program [ ]

Conference Committee [ ]
Registration [ ]

Attendee List [ ]

Frequently Asked Questions [ ]
Hotels [ ]

Local Information [ ]

Audio Description Contest [+]
Graduate School [ ]
Tutorials [ 1

Home>

PROGRAM SCHEDULE

Check the conference program
schedule.

»go

AUDIO DESCRIPTION CONTEST

Check the ISMIR 2004 contest
page.

ngo

Eiivthior dvectinne abood

ISMIR2004 Audio Description Contest

The Audio Description Contest took place during the 5th ISMIR Conference in
Barcelona, Spain, October 10-14 2004.

The goal of this Contest was to compare state-of-the-art audio algorithms and
systems relevant for Music Information Retrieval. We acknowledge that the
proposed contest does not represent the vast and multidisciplinary field of
MIR, but itis the area where the conference organisers have databases and
could organize contests.

The evaluation metrics were agreed among the participants.

Some data was made available to participants, so that the output of
the algorithms could be verified on the testing ervironment.

We provided training or preparatory data as far as copyright licenses
allowed, otherwise we provided the metadata needed to univocally
identify the data.

Evaluation toaok place at our labs before the confersnce.

Algorithms were also tested against a set of distortions, namely
equalization, mp3 encoding/decoding, resampling, noise addition,
cell-phone effect, etc. The robustness tests depended on the
specific contest.

Contest categories:
Genre Classification/Artist Identification
Melody Extraction

Tempo Induction

Rhythm Classification

Winners of ISMIR2004 contest:

Elias Pampalk (Genre Classification)

Dan Ellis/Brian Whitman (Artist Identification)

Rui Pedro Paiva (Melody Extraction)

Anssi Klapuri {Tempo Induction)

Thomas Lidy/Andreas Rauber/Andreas Pesenhafer (Rhythm Classification)

POMPEL FABLA

>

e £l o ED o

http://ismir2004.ismir.net/ISMIR_Contest.html
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2004 Audio Description Contest dmm

= First attempt towards comparative benchmarking of MIR algorithms

= Five different tasks
— Genre Classification
— Artist Identification
— Melody Extraction
— Tempo induction

-~ Rhythm Classification
= Some training/test data made available to participants
= Automatic evaluation

= Test for robustness of algorithms
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MIREX

= Music Information Retrieval Evaluation eXchange

= annually before the ISMIR conference (deadline July/August)

= conducted by the IMIRSEL team, Univ. of lllinois (Stephen Downie)
= everyone can participate!

= democratic process:
— suggestion and discussion of tasks via a mailing list months before

— discussion of evaluation strategies on MIREX Wiki

http://www.music-ir.org/mirex/wiki’MIREX_HOME
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MIREX 2012 Tasks i

= Audio Classification = Audio Key Detection

— Audio US Pop Genre Classification

Real-time Audio to Score Alignment

— Audio Latin Genre Classification Query by Singing/Humming

— Audio Music Mood Classification Audio Melody Extraction

— Audio Classical Composer

Identification = Multiple Fundamental Frequency

Estimation & Tracking
= Audio Chord Estimation
= Query by Tapping

= Audio Cover Song ldentification
= Audio Tag Classification

= Audio Music Similarity and
Retrieval = Audio Beat Tracking

= Symbolic Melodic Similarity = Structural Segmentation

= Audio Onset Detection = Audio Tempo Estimation
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= Audio Genre Classification
= Audio Artist Identification

= Audio Music Mood Classification

MIREX Classification Tasks Jmm

= Audio Classical Composer ldentification

= genre classification typically used to evaluate
performance of feature sets

= measured by Accuracy of recognition in %

................................................. FACULTY OF INFORMATICS |[I£S




Classification Tasks Jmm

= for stable results, cross-validation is used:

— full data set is split into n folds

— in niteratons, n-1 parts of the data set are used for training the
algorithm (learning), the remaining part is used for testing

— final result is average performance of n folds
= in publications, usually 10 folds are used,
iIn MIREX typically 3

= significance tests performed
(or standard deviation of folds given)

................................................. FACULTY OF INFORMATICS |[I£S




Audio Music Similarity and Retrieval Task

Audio Music Similarity and Retrieval dmm

= Similarity retrieval rather than classification

= evaluated by human judgements:
human listening tests (first @ MIREX 2006)

= Evalutron 6000:
http://www.music-ir.org/evaluation/eval6000

= Test of statistical significance: Friedman test

................................................. FACULTY OF INFORMATICS |[I£S




Audio Music Similarity and Retrieval dmm

= large scale music similarity evaluation
= 5000 music files, 9 genres
= Task:

— apply feature extraction for audio similarity

— compute distance matrix between all 5000 songs

Evaluation
— human listening tests on similarity

— objective statistics based on meta-data
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MIREX Evalutron 6000

=[Ex]
Window  Help
"' - ’Q“ - \3 ii & nttp:/jwww.music-ir.org/evaluation/eval6000/index.php?page=Step1 = Search d -
Back Forward Reload Siop IJ T2 of ] d RaRiped = J 2 Print
: <k Home \ “{¥Bookmarks - Soldiers ofthe FirstWo... # Audio Melody Extractio.. # Audio Music Similarity .. # Symbolic Melodic Simi.. # QBSH: Query-by-Singi.. # Audio Cover Song Iden... #2511 Plug-ins
& ¢ MIREX2006_poster_final pdf (sppli.. 4 MIREX-Flash Player | 2
EVALUTRON 6000 SANDBOX VERSION r
X
Welcome sandbox1 Sign out Change My Settings
Home | Audio Player Selection | My Assignment | Instructions
THIS PAGE CONTAINS 10 CANDIDATES FOR QUERY ID # 2 < Previous Query | Next Query >
Listen to Candidate $b011633 Select Broad Category Select Fine Score
[+ D82 N
- @ NOTsimier| (0 Eomesnat @ R d ! !
[P [T
[SAVED] [] 10
== i = o SAVED
Align Playsr
Listen to Candidate #b011614 Select Broad Category Select Fine Score
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o SAVED
Listen to Candidate b011644 Select Broad Category Select Fine Score
Algn Player @ NOTsimier| (0 Eomesnat @ R d ! !
ﬂl il il [SAVED] [] 10
0 SAVED
Listen to Candidate #b011624 Select Broad Category Select Fine Score
_I"‘" v @ NOTsimier| (0 Eomesnat O e d ! ! !
il il il [SAVED] ] 10
o SAVED
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A Py | @ worsma| © e | o ¥R (i ! !
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MIREX Human Evaluation WW

60 randomly selected queries

~ 20 human evaluators

/-8 ranked lists per evaluator

3 evaluations per ranked list

= 2 evaluation scales:

— broad scale: very/somewhat/not similar

— fine scale: between 0 and 10 (10 = best)
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MIREX Evalutron 6000

Listen to Candidate
#b005105

L.

Listen to Candidate
#b008631

Listen to Candidate
#bo02824

Welcoma kukul

Select Broad Category
NOT Somewhat VERY
© Similar| © Similar | O gimilar

[1

Select Broad Category

NOT g what VERY
O gimitar| © Similar | © Similar

[1

Select Broad Category
MNOT Somewhat VERY
o simi|ar|'3' Similar | O Similar
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6 participating approaches

Friedman test on fine scale

= no significant differences between
first 5 algorithms

LR = Lidy & Rauber

MIREX2006:
Human Evaluation - Results

Mean Fine Score

e

455 _

o
o

Mean Column Ranks

N
o

w
o
Ay

EP TP VS LR KWT*KWL*
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MIREX 2006: WW

MusicSim: Metadata Statistics

= Retrieval of the top 5, 10, 20 & 50 most similar to each
file in the database

= Evaluation of the average % match of same
- Genre
— Genre after filtering out the query artist
— Artist
— Album title
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MIREX2006:
MusicSim: Metadata Statistics - Results

* Results on the top 20 most similar

70%

60% -

50% -

40% | T

30% -

20% -

0% :
genre filtered genre album artist

mTP 60,8% 58,9% 36,6% 41,3%
mEP 60,6% 60,7% 30,5% 34,7%
OoLR 57,0% 56,7% 32,2% 27, 7%
OKWT 53,2% 54,1% 24, 7% 20,7%
m KWL 47,8% 49,2% 19,4% 15,9%
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Audio Cover Song Identification dmm

= 30 cover songs of a variety of genres

= 11 versions each (i.e. 330 audio files)

= embedded in 5000 song collection

= used a reduced data set of 1000 songs
= Task:

— 30 cover song queries

— return the 10 correct cover songs
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8 participants:

MIREX 2006: WW

Audio Cover Song ldentification

= 4 cover song detection algorithms
= 4 music similarity algorithms
Evaluation:
= Total number of covers identified
= Mean number of covers identified
= Mean of maxima (average of best-case perform.)

= Mean reciprocal rank (MRR) of first correctly
identified cover

................................................. FACULTY OF INFORMATICS |[I£S




» Number of identified covers:

MIREX2006:

e

Audio Cover Song ldentification - Results

800

700 -

600 -

500 -

400 -

300 -

# of covers identified

200 -

100 -

DE

KLA1

KL2

CS

LR

KWL

TP

KWT

761

365

314

211

149

117

116

102

algorithm
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MRR:

DE is significantly
better than others

no significant
difference between
remaining algorithms




= Data - and access to it

— real-world data set (- but how to get & use legally?)

Challenges for JUW
Music Retrieval Benchmarking

— sufficient (?) size

— sufficient quality
= Metadata

— high-quality labels (production-style)

— ground truth annotation (can be very very time-consuming!!)
= Evaluation

— automatic vs. human evaluation

— which are the proper evaluation measures?
how to perform tests properly?
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= growing number of tasks

MIREX Summary

= growing number of people interested

= growing size of data sets

= data set issues remain (copyright, distribution, insufficient)

= MIREX is open to everyone interested in evaluation

= democratic process via mailing list and Wiki
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Million Song Dataset Challenge dmm

= Large Scale Evaluation Campaign for Music
Recommendation Systems

= Based on the Million Song Dataset (MSD)

= Goal: Predict which songs a user will listen to

= Joint effort between
_ at

- at

= Hosted on Kaggle.com
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= Million Song Dataset
- Metadata of 1M Songs
— 30 Seconds Audio Snippets

MSD Challenge Data

= Full Listening History of 1M Users

— Anonymized

= Half Listening History of 110.000 Users

— 100.000 Training Set
~ 10.000 Validation Set
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MSD Challenge Task Jmm

Predict the second half of the 110.000 Users

Any type of algorithm can be used

— collaborative filtering
— content-based methods

— web crawling

= Create a list of Songs for each user

Submit as Textfile

— Results within Minutes

— Multiple Submissions possible
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Questions?
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5. Current Research at IFS
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= Exploit the visual domain of videos

Music Video Information Retrieval dmm

— Image processing

— Video retrieval

= Combine multiple modalities
— Audio
— Video
— Lyrics

— Social data

................................................. FACULTY OF INFORMATICS |[I£S




= Artist Identification

— ldentify the performing artist of a track

Music Video Information Retrieval W[M‘-

— Problems

. Features do not extract artist characteristics

« Music style changes

= Possible Solutions in MVIR l..h‘i
_ Face recognition b z&@'ﬁ.”M"M
’ . E E ’ H e=4
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Music Video Information Retrieval Jmﬂ)ﬁ“

= Genre Classification

— Color
— Cut frequency
— Objects

= General Insights

_ Correlations between

« Sound and video progression

. Sound and color

— Director Effect

— Music Video Similarity

................................................. FACULTY OF INFORMATICS [IfS




= Million Song Dataset

-~ Downloaded all samples
- Extraction of additional features

— Generation of Ground Truth data

Benchmarking

— Large scale benchmarking experiments

= Further Datasets

— Free Music Archive
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Mn Summary dmm

= numerous Music IR algorithms exist already

= numerous commercial applications based on Music IR
already exist as well

= but still there is a large number of open issues

= benchmarking and evaluation is important, but also
faces challenges

= it's a very interesting domain!
... still a lot of research to do! get involved!
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Thank You !

Alexander Schindler - schindler@ifs.tuwien.ac.at
http://www.ifs.tuwien.ac.at/mir




