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Abstract—Federated learning provides the solution when mul-
tiple parties want to collaboratively train a machine learning
model without directly sharing sensitive data. In Federated
Learning, each party trains a machine learning model locally
on its private data and sends only the models’ weights or
updates (gradients) to an aggregator, which averages locally
trained models into a new global model with higher effectiveness.
However, the machine learning models, which have to be shared
during the federated learning process, can still leak sensitive
information about their training data through e.g. membership
inference attacks. Differential Privacy (DP) can mitigate privacy
risks in federated learning by introducing noise into machine
learning models. In this work, we consider two approaches for
achieving Differential Privacy in federated learning: (i) output
perturbation of the trained machine learning models and (ii)
a differentially-private form of stochastic gradient descent (DP-
SGD). We perform an extensive analysis of these two approaches
in several federated settings and compare their performance in
terms of model utility and achieved privacy. We observe that DP-
SGD allows for a better trade-off between privacy and utility.

Index Terms—Federated Learning, Differential Privacy, Out-
put Perturbation, DP-SGD

I. INTRODUCTION

Machine Learning (ML) requires large amounts of data to
train effective models. Data are often distributed and needs
to be aggregated at a centralised place before training, e.g.
from different mobile devices or medical institutions. How-
ever, sharing sensitive data can be impossible due to various
regulatory constraints (e.g. with medical data), or in other
cases, data owners might not be willing to share their private
data with other parties. Federated learning (FL) proposes a new
paradigm for training machine learning models: data owners,
then called FL clients or nodes, can keep their sensitive data
on-site, and share only machine learning models (parameters
or gradients) trained on that data. A federated learning aggre-
gator then collects all the local updates and averages them into
a global model, which can be used for inference.

Federated Learning is already actively used for processing
e.g. medical data [1], where data privacy is one of the key
concerns. While FL eliminates the need to share sensitive
data, it still requires the exchange of the models trained on
that data. These models could be subject to inference attacks
[2] (e.g. membership inference [3[], model inversion [4], etc.),
which allow adversaries to infer sensitive information about

Jan Baumbach
Institute for Computational Systems Biology
University of Hamburg, Germany
jan.baumbach @uni-hamburg.de

Rudolf Mayer

SBA Research

Vienna, Austria
rmayer @sba-research.org

training data having access only to a machine learning model.
To protect models from leaking sensitive information, one can
use cryptographic approaches like Homomorphic Encryption
(HE) [5] or Secure Multi-Party Computation (SMPC) [6]].
These approaches, however, tend to have high computational
and communication costs, especially with a large number of
nodes in FL. Moreover, while securing locally trained models
from inference, neither of these approaches can protect the
final global model from inference attacks.

Differential Privacy (DP) [7]] is a mathematical definition
of privacy, which allows to set a bound on disclosure. We
consider Differential Privacy as a mitigation strategy in FL, as
this technique can mitigate privacy risks caused by different
types of attackers having different access to the models in FL.
In machine learning, DP can be achieved by introducing noise
to the data, the model, or the model’s output. Due to properties
like composition and invariance under post-processing, DP can
guarantee privacy for local and global models in federated
learning. Therefore, DP mitigates privacy risks in FL coming
not only from a malicious server, having access to the local
model, but also from the malicious users of intermediate and
final global models. Another benefit of Differential Privacy is
the ability to calculate and regulate privacy loss by a privacy
budget parameter - €. The main challenge in the DP application
is that the noise introduced to the model or data to protect their
privacy inevitably decreases the utility of the models.

In this work, we focus on applying Differential Privacy in
federated learning to mitigate privacy risks and investigate the
privacy-utility trade-off provided by different DP techniques.
We consider two approaches that allow achieving DP in FL to
protect local and global models: output perturbation, where the
noise is added to the trained model, and DP-SGD, where the
noise is added during training. We investigate which technique
results in a better trade-off between the model’s privacy and
utility.

This work provides a better understanding of the trade-off
between the utility and privacy of the models in federated
learning when using different DP approaches (output perturba-
tion and DP-SGD). We present a comprehensive experimental
analysis of output DP and DP-SGD and compare these two
approaches in different FL settings.

The main findings of our work are as follows:

o DP-SGD results is a better trade-off between privacy and



utility. With the same privacy budget parameter, DP-SGD
causes lower utility loss than output perturbation, and
therefore, it is preferable to use DP-SGD.

o For both DP-SGD and output perturbation, we find that
training with a single FL iteration (one communication
round) comes at a lower utility loss than training with
more FL iterations. In the case of a higher epsilon
(corresponding to lower privacy), however, training with
more iterations was shown to be more effective for DP-
SGD.

o Privacy through DP comes at a large utility cost: in the
settings with lower epsilon (corresponding to a higher
privacy level), the utility of the model drops significantly
for both considered approaches.

The remainder of the paper is organised as follows. In Sec-
tion [[I, we discuss existing works on DP in machine learning
and federated learning. Section [III| provides the definitions
and foundations of the approaches used in the evaluation. For
reproducibility purposes, we provide a thorough description
of our experimental setup in Section The main findings
from the experimental evaluation are described in Section
In Section we summarise the main contribution and future
work.

II. RELATED WORK

Differential Privacy (DP) is widely used in privacy-
preserving machine learning to analyse and mitigate privacy
risks. In [7]], Dwork et al. introduce differential privacy to
mitigate privacy risks when querying statistics about the data.
In subsequent work, they provide proofs for critical properties
of DP, like sequential and parallel composition and invariance
under post-processing [8]].

In machine learning, DP can be applied at different stages
and achieved by adding noise to the input data, objective func-
tion, gradients or trained model’s weights. Input perturbation
results in a higher utility loss than other methods [9]. Objective
perturbation [10] can be applied only to machine learning
models with a convex loss function. Output perturbation [[11]]
limitation is that it requires knowing the sensitivity of a model
(see Section , however, it is an efficient way to introduce
DP in federated learning, as it requires adding noise only once
to the trained model.

One of the most popular approaches for achieving DP in ML
was introduced in [12]. The authors presented a differentially-
private version of the stochastic gradient descent optimisation
algorithm (DP-SGD). The approach was widely adopted, as
it is possible to use it with any ML model utilising SGD for
optimisation, including neural networks.

There are several works considering DP in federated learn-
ing. Geyer et al. [13] focus on securing clients’ contributions
to the global model. They perturb the client’s updates so the
aggregator cannot tell where the updates came from. Other
works consider hybrid approaches to mitigate the risks of
inference from the local models in FL, e.g. combining SMPC
and DP [14], [15], [16]. Jarin et al. [15]] use SMPC to secure
local models and add DP noise to the global model to secure

it from the inference attacks of malicious clients. Adnan et
al. [17] analysed the performance of DP-SGD in federated
learning with IID (Independent and Identically Distributed)
and non-IID data. Naseri L8]] test DP against backdoor attacks
in federated learning. They research scenarios when DP is
used to protect local models from inference (local DP) and
cases when DP protects only global models (central DP).
They achieve local DP training local models with DP-SGD
and central DP by perturbing the aggregating function at a
server. Sun et al. [19] consider federated learning with neural
networks and propose a mechanism based on DP to add noise
to the weights of a neural network. Truex et al. [20] also
consider DP in federated learning with neural networks and
suggest a novel approach allowing clients in FL training com-
plex models, such that each client is preserved from inference
attacks. The approach is based on two steps: perturbation of
complex models’ parameters and selective sharing of these
parameters at different FL iterations.

Most of the existing works considering DP in a federated
setting utilise only the DP-SGD algorithm. From the works
focusing on Differential Privacy applications in centralised
machine learning, Jarin et al. [9] provide an analysis of Dif-
ferential Privacy considering output and gradient perturbation.
We extend their work and bridge the gap to federated learning,
by comparing output perturbation and DP-SGD in federated
learning settings. We conduct an extensive experimental evalu-
ation and analyse which technique results in a better trade-off
between privacy and utility when used in federated learning.

II1. DIFFERENTIAL PRIVACY

Definition 1 [7]: A randomised algorithm M with domain
Nlel'is (e, §)-differentially private if for all S C Range(M)
and for all ,y € NIl such that ||z — y||; < 1:

PriM(z) € S] <exp(e)Pr[M(y) € S]+ ¢

If § = 0, algorithm M achieves (¢)-DP. The main idea be-
hind differential privacy is that randomised algorithms should
behave similarly on inputs which differ only in one element.
The privacy budget parameter € € (0,00) allows to regulate
the privacy loss. Essentially, it denotes the similarity of the
probability of the output for two functions that are queried on
input datasets that differ only in one element. The higher the
€, the higher the privacy leakage. Parameter ¢ is a relaxation
parameter and should satisfy the condition: 0 < § < 1.

In [[7], Dwork et al. showed that the privacy of the database
can be preserved by adding noise according to the sensitivity
of the function f. Formally [7], the sensitivity of a function
f D — R is defined as the smallest number S(f) such that
for all z, 2’ € D which differ in a single entry,

[If (@) = f@)lls < S(F)

The composition property and the immunity to postprocess-
ing are crucial properties of differential privacy. Sequential
composition guarantees that the output of the application
of multiple DP mechanisms on the same database still is
differentially private, and their cumulative privacy can be



calculated as a sum of individual privacy losses [§]. In our
work, we use sequential composition to calculate the privacy
loss for the local models, which are trained on the same dataset
for several FL iterations. Considering that each client has the
same € at each FL iteration, the privacy loss of the local model
on the n—th FL iteration will be n * €. Parallel composition
[21] guarantees that if n (e;, d;)-DP mechanisms (i € [1,n])
are applied on n disjoint datasets, the composition of these
mechanisms will be (maz;c(1 n)(€;), maz;c(1 n)(6;))-DP.

A. Differential Privacy via Output Perturbation

Output perturbation (short: Output DP) was first used by
Chaudhuri and Monteleoni [[11] when they applied the sensi-
tivity method from Dwork et al. [[7/] on the Logistic Regres-
sion model. They found that the sensitivity of a regularised
Logistic Regression is at most %, where A is a regularisation
parameter. Knowing the sensitivity, one can calculate the noise
needed to achieve differential privacy. In our work, we use the
Gaussian mechanism [8] to achieve (e, §)-differential privacy.
The noise is drawn from Gaussian distribution N(0,02),
where 0 = S(f;2)y/2In(1.25/6)/€ [8] and S(f;2) is the
lo—sensitivity of the model. To get a differentially private
model from a trained machine learning model, we just add
the noise drawn from the Gaussian distribution to the models’
weights: 0g, = 0 + noise.

B. Differentially-Private Stochastic Gradient Decent

One of the most popular approaches for achieving DP
in machine learning is the Differentially-Private Stochastic
Gradient Decent (DP-SGD) [12]]. The idea is to add noise
to the gradients used to update the model parameters during
the model’s training. DP-SGD algorithm achieves differential
privacy by randomly sampling a batch from the training data,
computing the gradient for each sample, and then clipping
(bounding) each gradient. After that, noise drawn from the
Gaussian distribution is added to the sum of the gradients.
Lastly, one can update the model with the now “noisy”
gradients.

IV. EXPERIMENTAL SETUP

In the following, we describe the setup for our experimental
evaluation in detail. To enable reuse and reproducibility, our
source code is publicly availableﬂ

A. Datasets

In our evaluation, we use two datasets from previous works
on DP:

The Purchase-100 (Purchase) dataset consists of 600 binary
attributes representing different products that individuals can
buy. The classification task has 100 classes, which represent
groups of customers with different purchase behaviour. We
use a preprocessed version of the dataseﬂ and to be able to
compare to the baseline results from [3] we as well use a subset

1 https://github.com/sbaresearch/Differential_Privacy_in_Federated_
Learning
2available at https://www.comp.nus.edu.sg/~reza/files/datasets.html

of 10K samples to train the model. For centralised learning
with Logistic Regression, we achieve an accuracy score of
56%, using a learning rate of 0.001, [;—regularisation of le—4
and 50 iterations.

The LendingClub-Loan (Loan) dataset was used by [9],
and is available on Kaggleﬂ The data represents individuals
who want to get a loan and contains information about them,
like education, salary and others. The classification task is to
classify individuals in one of the six risk groups. We use the
code from [9]] to preprocess the data in the same way. As with
the Purchase dataset, we also randomly selected 10K samples
for training. We achieve an accuracy score in the centralised
setting of 86%, with a learning rate of 0.01, 12-regularisation
of le — 6 and 200 iterations.

B. Differential Privacy

We use grid search in a centralised setting to find optimal
hyperparameters, first without DP and later when we apply
differential privacy in the form of output DP or DP-SGD.
While using DP-SGD, we had to increase the number of
iterations (from 50 to 200) to achieve an accuracy score close
to the centralised setting even with a very high epsilon. We
found the following optimal parameters for DP-SGD: for the
Loan dataset with a mini-batch size of 20 and a norm bound
of 10, and for the Purchase dataset, the same mini-batch size
of 20 and norm bound of 2. For output DP, we found the
same optimal parameter for 12-regularisation, namely le — 4,
for both datasets. For the parameter 4, as recommended in the
literature [22]], we use § << 1/n, which is in the case with
both datasets § = 1le — 5.

C. Federated Learning Setup

In federated learning, we consider settings with two, four,
eight, 16 and 32 nodes. We split the training set randomly
and equally among the nodes. We use the federated averaging
algorithm [23]] to compute the global models. We use the same
hyperparameters for training the local models at each node.

In federated learning, the global model should achieve
higher performance in terms of effectiveness than the local
models. Ideally, the effectiveness of the global model should
be close to a model trained on the centralised data, which
represents an upper bound of achievable effectiveness — though
training a centralised model is often not possible due to e.g.
data protection regulations. Still, in the evaluation of the
experiment, we compare the effectiveness of the global and
local models in federated learning to the centralised baseline
presented in Section

During the evaluation, we especially focus on the utility of
the global and local models, measured by the accuracy score.
The utility loss caused by DP is estimated by the formula:

_ Model Accuraccy with DP
Model Accuraccy without DP

The relation between the accuracy score and e, which repre-
sents privacy loss, is used to evaluate the privacy-utility trade-
off.

3https://www.kaggle.com/datasets/wordsforthewise/lending-club
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Fig. 1: Local and global models accuracy in federated learning:
Output DP in FL with 16 nodes (a, ¢), DP-SGD in FL with
four nodes (b, d). The mean accuracy of the local models is
indicated by pink, and global model accuracy by blue lines.
Dotted lines indicate accuracy w/o DP, solid lines with DP.

V. RESULTS AND DISCUSSION

In this section, we present and discuss the results of our
experimental evaluation. We start by comparing the utility and
privacy leakage of the global and local models in FL trained
with different DP approaches. We then discuss the federated
learning iterations, which have an impact on the efficiency, as
well as the effect of having different numbers of nodes in the
federation. We then compare specifically the DP-SGD and the
Output DP to determine which of the approaches provides a
better privacy-utility trade-off.

A. Global vs. Local Models

The ideal benchmark for federated learning is that the
collaboratively trained machine learning model achieves ef-
fectiveness close to a (hypothetical) centralised setting. This
has to be seen as an upper bound of achievable accuracy,
as the centralised setting is often not a viable alternative,
e.g. when data sharing and centralising are not feasible or
allowed due to regulations. However, even in such scenarios,
federated learning can still be beneficial if the effectiveness
of the global model is higher than the effectiveness of local
models trained by federated learning clients on their local data
[24]. Therefore, we start our analysis by investigating local
and global models’ performance (see Figure [T). We evaluate
to which extent DP influences the global model accuracy and
which privacy-utility trade-off it provides.

Comparing DP-SGD and OutputDP performance on the
Loan dataset (see Figures [E and @] ), we observe that with
relatively high € (103 < € < 10%), the global model achieves
higher accuracy score when we use output DP. However, in
a privacy-sensitive setting with e < 10, DP-SGD provides
a better privacy-utility trade-off. The accuracy, in that case,

however, drops substantially for both DP-SGD (the accuracy
is around 40% lower than the non-DP global model) and for
output DP (50% lower than the non-DP global model).

A similar effect can be observed on the Purchase dataset
(see Figure[Ic): when performing output perturbation on local
models with ¢ > 103, the global model achieves an accuracy
close to the global model without DP. DP-SGD does not allow
achieving high accuracy even with a very high e. However,
with the lower ¢, DP-SGD results in lower utility loss than
output DP Figure [Id): for e = 10, DP-SGD achieves accuracy
of a global model close to 20%, while output DP results in
the accuracy of only 5%.
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Fig. 2: Output DP and DP-SGD in FL with two nodes,
evolution of the global model accuracy throughout over several
FL iterations. The colour indicates the point of testing (blue
results after the first, orange after the fifth federated iteration);
dotted lines indicate the baseline when no DP is applied.

B. Federated Learning Communication Rounds

In this section, we investigate in detail the efficiency of DP-
SGD and output DP in terms of communication rounds (or
FL iterations). The goal would be to reduce the number of FL
iterations to avoid unnecessary communication and possible
failures. We evaluate models in terms of utility against € to
estimate the privacy-utility trade-off.

From Figure 2| we observe that training models with one
FL iteration (or one communication round) results in a better
privacy-utility trade-off. This trend is more pronounced for
output perturbation on both considered datasets Figures [2a]
and . With a privacy budget of ¢ = 102, the accuracy of
the global models trained with only one iteration is 10% lower
than the accuracy of the non-DP global model for the Loan
dataset and 20% lower for the Purchase dataset, while after
five FL iterations with the same privacy budget, the accuracy
drops by more than 40% for both datasets.

With DP-SGD (see Figures [2b]and 2d) in a not strict privacy
setting (¢ > 10?) training with more FL iteration results
in higher utility. However, with ¢ < 10, training with one
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Fig. 3: Utility loss by Output DP and DP-SGD of global
models on the Purchase dataset, with different number of
nodes in FL, and after the first (dashed line) and fifth FL
iteration (solid line).

iteration provides better accuracy for both datasets. Comparing
DP-SGD and output DP performance we again observe that
DP-SGD results in a better privacy-utility trade-off: for e = 10
DP-SGD results only in 10% accuracy loss on the Loan
dataset, while output DP drops accuracy by more than 40% for
the same e. On the Purchase dataset with ¢ = 10 the accuracy
drops to 30% when using DP-SGD, while with output DP the
accuracy drops to only 5%.

In Figure 3] we provide results for the scenarios with more
nodes in the FL settings to determine if these trends stay
consistent regardless of the number of nodes in FL. For output
DP (see Figure Ba), we observe that in settings with higher
privacy (e < 10), all the trained global models result almost
in 100% utility loss, which makes the models unusable. For
€ > 10, training only with one FL iteration results in a better
privacy-utility trade-off, meaning that for the fixed privacy
budget, the utility loss is lower if the federated learning process
continues only with one communication round.

With DP-SGD (see Figure [3b), we notice that training with
one FL iteration results in more effective global models than
training with more iterations, but only in the privacy-sensitive
settings with a low privacy budget (¢ < 10). For a higher
privacy budget, training models with more FL iterations results
in substantially lower utility loss (in Figure [3b| we show results
with five FL iterations). The larger the number of nodes in
the federation, the lower the utility loss becomes with every
federated iteration. This is the case for each considered setting,

Fig. 4: Output DP (solid lines) compared to DP-SGD (dashed
lines) in FL with different number of nodes.

except the one with two nodes (blue lines), where training
with one FL iteration allows training global models with lower
utility loss for all considered ranges of e.

C. DP-SGD versus Output DP in Federated Learning

In this section, we select the best results achieved using
output DP and the best achieved results with DP-SGD, and
compare them with each other in federated settings with
different numbers of nodes on Purchase and Loan datasets.
From Figure ] we observe that for both datasets DP-SGD
results in a better privacy-utility trade-off than output DP.
The difference in the utility loss is especially pronounced for
the settings with a lower privacy budget (¢ < 10?).

On the Purchase dataset (see Figure ), with ¢ = 1, both
approaches result in almost total utility loss. With ¢ = 10,
utility loss from DP-SGD decreased to the range from 60%
to 90% (depending on the number of nodes), while output
DP stays at 90% to 100% utility loss. With ¢ = 10%, DP-
SGD results in 20%-50% utility loss, while output DP results
in 70%-90% loss in the utility. One can clearly see the
advantage of using DP-SGD, instead of output DP, however,
both approaches cause substantial utility loss of the global
model.

Figure [4b] shows the results on the Loan dataset. Similarly
to the results on the Purchase dataset, DP-SGD achieves lower
utility loss, than output DP for ¢ < 10%2. For € < 1, the
accuracy of the global model with output DP drops by 80%,
while for ¢ = 1, DP-SGD results in the range of 40%-50%
utility loss for different numbers of nodes. The gap between
output DP and DP-SGD results is even higher for ¢ = 10:



DP-SGD causes utility loss in the range 15%-35% and output
DP results in the range 60%-80%. Output DP outperforms
DP-SGD in terms of utility in the low privacy setting with
e = 103, however in such cases, the privacy of the models
is close to the one of the models trained without Differential
Privacy.

VI. CONCLUSION AND FUTURE WORK

Differential Privacy can be applied to mitigate residual
privacy risks in federated learning, which stem from the local
and global models leaking sensitive information about their
training data. Differential Privacy in machine learning can
be achieved, among others, through applications of output
perturbation mechanism or DP-SGD. While increasing privacy,
applying DP inevitably results in a utility loss. In this paper,
we provided an extensive analysis of the effects of DP-SGD
and output perturbation in different federated learning settings,
with different numbers of nodes. We considered different
numbers of FL iterations for training global models. We
conclude that DP-SGD provides a better trade-off between the
privacy and utility of the models.

In future work, we will focus on exploring the implications
of non-IID data in federated learning, and its influence on
the performance of Differential Privacy. Our future work
will consider the evaluation of alternative DP mechanisms
applicable in machine learning, such as objective perturbation
and input perturbation. Additionally, we will investigate the
effects of DP in the context of federated learning across
various machine learning algorithms, including Support Vector
Machines (SVM) and neural networks, to gain insights into its
impact in diverse scenarios.
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