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Abstract

Software cost estimation is a ubiquitous task in software project portfolio management. Analogy-based estimation
approaches are particularly suitable to reuse past project experience to create estimate proposals.

However, to find project data of past, similar projects, one usually must rely on similarity measures based on explicit
project metrics, like a team’s project experience, the number of interfaces, etc. This requires the consistent collection of
such project metrics over time, which can be tedious, error-prone and expensive.

This paper proposes an alternative approach: to use text artifacts arising in the regular course of a project to
determine the similarity of project entities. Use cases’ text descriptions are used as entities; a variation of self-organizing
maps is used to determine their similarities.

The paper points out possible applications and limitations of the approach, analyzes several real-world use case sets,
describes problems and suggests rules for writing suitable use cases.

Neural Networks, Software Engineering, Data Mining, Data Visualization, Information Engineering

1 Introduction

Most relevant software portfolio decisions—like resource allocation, bidding, or start scheduling—rely on supporting
procedures like cost estimation or risk assessment. Usually, a key for successful decision support is seen in software
and process measurement, i. e., the definition, collection, storage and analysis of past project features, preferably in
quantitative metrics.

Yet in many industrial environments such explicit measurement programs are never implemented, or fail. The reasons,
outlined in more detail in the following section, are manifold, but they can be summed up: project team members often
perceive such programs as economically inefficient, at least in the short term.

However, in certain circumstances explicit measurement might be unnecessary; instead, implicit metrics can be used,
merely derived from artifacts that are created anyway during the development process, yielding valuable information
without or with neglectible extra cost.

One area we deem suitable for such an approach is analogy-based cost estimation. It tries to identify past projects that
are similar to the project to estimate, and to create an estimate proposal by using the historical cost data. Traditionally,
analogies are defined as distances of explicitly collected project features or metrics.

This paper proposes to use the textual description of requirement documents—more precisely, structured chunks
of documents, use cases—to determine implicitly the similarity of various requirements, allowing for a fast search of
similar past project requirements without explicit project metrics. We try to evaluate this approach on several industrial
use case sets, and find out, whether those sets can be used without substantial modification in writing them.

Section 2 describes related work on cost estimation, use cases and digital libraries, with section 3 introducing self-
organizing maps, used to organize the use cases by semantic similarity. Section 4 presents the use cases sets used.
Section 5 gives the results. Section 6 discusses the lessons learned and outlines the benefits of the approach. Finally,
section 7 gives an outlook on further research in this area.



2 Related Work on Cost Estimation, Use Cases and Digital Libraries

Cost estimation [11] is a vital task in software project portfolio management. A variety of different methods have been
proposed to support cost estimation: algorithmic models like COCOMO 2 [4], neural networks [3], expert judgement [9],
or analogy-based approaches [22].

The fundamental principle of those methods is that similar projects are likely to have similar cost characteristics—
this is expressed most directly by the analogy-based approach, where estimates are derived from historical project
information. One or several similar past projects are selected according to a simple distance function δ on the l project
features or metrics d1, . . . , dl (scaled to a unit interval with si, and weighted according to a metric’s influence with w i):

δ(p, p′) =

√√√√ l∑
i=1

wis2
i (di − d′i)2 (1)

The actual costs of the selected projects with the smallest distance are then used to estimate the new project; visualization
methods like multidimensional scaling [2] can be used to further support estimators.

While this method is straightforward and highly transparent (considered an important feature for the real-world
application of a cost estimation method [7]), it has a main drawback: it requires the consistent collection of software
project metrics over a long period of time, as only company-specific data can reasonably be expected to yield high-
quality estimates [10].

However, defining and collecting such software metrics explicitly is notoriously difficult. Maxwell [14] describes
several common pitfalls in software measurement. Jeffery et al. [10] describe data collection as an “expensive and
time-consuming process for individual organizations”. Auer et al. [1] point out, that the necessary automation of data
collection can be difficult to achieve in highly heterogeneous software development environments. Ruhe et al. [19]
declare that as data collection has to be carefully planned, many organizations simply “do not have enough resources for
the required measurement methods”.

It would be preferable to assess project or project artifact similarities implicitly, without relying on explicit metrics.
Several methods can be applied [5]; one possibility is to measure textual similarities between text documents created
in the development process. Users benefit because similar documents are uncovered in an intuitive way, with no need
for additional metric data collection. This approach is evaluated within the framework of the SOMLib project 1 [16, 17].
The SOMLib project is based on unsupervised neural network technology for the task of document archive organization.
In particular, the approach relies on the Self-Organizing Map (SOM) [12, 13], and variants thereof, such as the GH-
SOM [18], providing a map-based representation of a document archive. In such a representation, documents dealing
with similar topics are located next to each other. The obvious benefit for the user is that navigation in the document
archive is similar to the well-known task of navigating in a geographical map. Previous applications of SOM were, for
instance, knowledge discovery in Web navigation patterns [23].

Certainly, it is not suitable to compare whole project requirement documents to each other—yet standardized, smaller
text fragments could be used, if the way they are created is sufficiently standardized. A potential candidate are use
cases [6], which are gaining importance in eliciting and documenting user requirements. The use case methodology is
applied in a variety of areas, ranging from e-commerce applications [21] to embedded systems [15]. Other potential text
artifacts suitable for this approach include user stories or scenarios; however, this paper analyzes industrial use case sets.

3 Text-Based Analogies

Self-organizing maps (SOM) are a way to map high-dimensional feature sets to lower-dimensional representations.
This section describes the SOM approach in detail.

Indexing

In order to utilize the SOM for organizing documents by their topic, a vector-based description of the content of
the documents is created. Instead of manually or semi-automatically extracted content descriptors, a rather simple
word frequency based description is sufficient to provide the necessary information. For this word frequency based
representation a vector structure is created consisting of all words appearing in the document collection. This list of
words is usually cleaned from so-called stop words, i. e., words that do not contribute to content representation and
topic discrimination between documents. Simple statistics allow the removal of most stop words in a very convenient
language- and subject-independent way (words appearing in too many documents can be removed without the risk of
loosing content information; words appearing in less than a minimum number of documents can be omitted, as well).

The documents are described within the resulting feature space of commonly between 2,000 and 15,000 dimensions,
i. e., distinct terms they are made up of. Binary indexing may be used to describe the content of a document by simply

1The SOMLib project homepage is available at http://www.ifs.tuwien.ac.at/˜andi/somlib



stating whether a word appears in the document, or more sophisticated schemes can be used, such as tf × idf , i. e., term
frequency times inverse document frequency [20]. This weighting scheme assigns higher values to terms that appear
frequently within a document, i. e., have a high term frequency, yet rarely within the complete collection, i. e., have a
low document frequency. Usually, the document vectors are normalized to unit length to make up for length differences
of the various documents.

The Self-Organizing Map

The self-organizing map [12] provides cluster analysis by producing a mapping of high-dimensional input data x ∈
Rn, onto a usually 2-dimensional output space while preserving the topological relationships between the input data
items as faithfully as possible. This model consists of a set of units, which are arranged in some topology, where the
most common choice is a two-dimensional grid. Each of the units i is assigned a weight vector m i of the same dimension
as the input data, mi ∈ Rn. These weight vectors are initialized with random values.

During each learning step, the unit c with the highest activity level, i.e. the winner c with respect to a randomly
selected input pattern x, is adapted in a way that it will exhibit an even higher activity level at future presentations of
that specific input pattern. Commonly, the activity level of a unit is based on the Euclidean distance between the input
pattern and that unit’s weight vector. The unit showing the lowest Euclidean distance between it’s weight vector and the
presented input vector is selected as the winner.

Adaptation takes place at each learning iteration and is performed as a gradual reduction of the difference between
the respective components of the input vector and the weight vector. The amount of adaptation is guided by a learning
rate α that is gradually decreasing in the course of time. This decreasing nature of adaptation strength ensures large
adaptation steps in the beginning of the learning process where the weight vectors have to be tuned from their random
initialization towards the actual requirements of the input space. The ever smaller adaptation steps towards the end of
the learning process enable a fine-tuned input space representation.

As an extension to standard competitive learning, units in a time-varying and gradually decreasing neighborhood
around the winner are adapted too. The neighborhood of units around the winner may be described implicitly by means
of a (Gaussian) neighborhood-kernel h ci taking into account the distance—in terms of the output space—between unit
i under consideration and unit c, the winner of the current learning iteration. This neighborhood-kernel assigns scalars
in the range of [0, 1] that are used to determine the amount of adaptation ensuring that nearby units are adapted more
strongly than units farther away from the winner. A Gaussian may be used to define the neighborhood-kernel, where
||rc − ri|| denotes the distance between units c and i within the output space, with r i representing the two-dimensional
vector pointing to the location of unit i within the grid:

hci(t) = e
− ||rc−ri||2

2·δ(t)2 (2)

It is common practice that in the beginning of the learning process the neighborhood-kernel is selected large enough
to cover a wide area of the output space. The spatial width of the neighborhood-kernel is reduced gradually during the
learning process such that towards the end of the learning process just the winner itself is adapted. Such a reduction is
done by means of the time-varying parameter δ. This strategy enables the formation of large clusters in the beginning
and fine-grained input discrimination towards the end of the learning process.

With α representing the time-varying learning rate, h ci representing the time-varying neighborhood-kernel, x rep-
resenting the currently presented input pattern, and m i denoting the weight vector assigned to unit i, one obtains the
following learning rule:

mi(t + 1) = mi(t) + α(t)hci(t)[x(t) − mi(t)] (3)

Pragmatically speaking, during the learning steps of the self-organizing map a set of units around the winner is tuned
towards the currently presented input pattern enabling a spatial arrangement of the input patterns such that alike inputs
are mapped onto regions close to each other in the grid of output units. Thus, the training process of the self-organizing
map results in a topological ordering of the input patterns.

An extension to SOM, especially for large, growing sets of documents, is the growing hierarchical SOM. Additional
parameters determine the behavior of the grow process. Please refer to [18] for more details.

4 Use Case Set Description

Unsurprisingly, it is non-trivial to get access to real-world instances of use cases in industrial environments. While
several companies and institutions do actively apply use cases in describing user requirements (indeed, more than we
initially expected), they are reluctant to give access to those use case sets, often even under terms of non-disclosure
agreements. Similar experiences were indicated to us by several academics working in the field of use case applications.

In addition, some basic criteria had to be met by the use case sets, further narrowing the number of settings for
analysis:



Name Domain Number
of use
cases

Avg. use
case size, in
characters

Std. dev.
use case
size

TICKET Administration 66 1396 460
AUTO Automotive in-

dustry
20 1054 365

COLLAB Collaboration,
document
management

26 657 244

MOBILE Mobile commu-
nication

448 1814 642

Table 1. Properties of use case sets

• Size. A set of use cases should contain sufficient use cases to make analogy-based estimation feasible. Several
sets containing less than 20 use cases were dismissed.

• Relevance. A set should consist of real-world use cases, used in industrial environments, and not be artificially
constructed. It should involve large institutions with a software engineering track record, not just small software
producers.

• Structure. The use cases should more or less conform to structured use case templates and not be totally informal
text fragments describing some ill-defined system aspects.

• Readiness. The use cases should—except for conversion to txt-files, and replacement of special characters—be
ready to use with the neural network techniques applied; it should not be necessary to prepare or substantially
change the use cases—this would not be possible in a real-world environments and reduce the efficiency gains of
implicit measurement of existing artifacts to nothing.

We finally obtained access to four suitable sets of use cases; they are described in the following. Company names
and details had to be omitted due to the terms of confidentiality agreements.

• Set 1: TICKET. TicketLine is a ticket reservation system developed at the Vienna University of Technology,
primarily by graduate students, for use in both graduate and undergraduate courses. Three main releases were
developed over the years, each with state-of-the-art methods and terminology; release 3 used use cases as primary
requirement description approach. The use cases are in German; special characters were removed prior to the
clustering. This set contains 66 use cases.

• Set 2: AUTO. Here, a control application in the automotive industry is described by use cases. The original
specification on which the use case set is based was provided by a very large, international car manufacturer. The
use case description was developed at a large German software engineering institute. This set contains 20 use
cases (in English).

• Set 3: COLLAB. This is a large collaboration and document management framework. Project partners in this joint
effort included an international company that is a large producer of white goods, and a very large international
company in the market of global telecommunication systems and equipment. This set contains 26 use cases (in
English).

• Set 4: MOBILE. This large use case set describes the behavior of software functionality in the field of mobile
communication. It was created at one of the largest international organizations operating in communication,
power infrastructure, and electrical engineering (not the company involved in set 3). This set contains 448 use
cases (in English).

The use cases were extracted from the requirement documents and converted (from doc or pdf) to plain-text txt-files.
Introductions, use case diagrams etc. were omitted. Table 1 gives an overview of the four sets, along with average use
case size, and variance of use case size in characters.

5 Results

This section presents the maps generated by the self-organizing map approach, and gives the parameters used.
Figure 1 represents the map of the TICKET use case set. The sets’ identifiers are abbreviations of their content, e. g.,

“Suc” stands for “Suche” (“search”). Visibly, similar abbreviations are clustered together. It is important to note that
these identifiers or abbreviations are not part of the use cases’ text, and thus are not analyzed by the SOM; they merely
serve to identify use cases and to assess the result of the clustering process.

Figures 2 and 3 represent the smaller use case set AUTO and COLLAB, respectively. Here, we modified the identifiers
to ensure compliance with the confidentiality agreements.

Table 2 gives an overview of the parameters used:



Asw.KunUms
Asw.SalLst
Asw.VksUms
Asw.VstUms

Auf.AufVer.Aend
Auf.AufVer.Neu
Auf.AufVer.Sto

Auf.VstVer.Aend
Auf.VstVer.Imp
Auf.VstVer.Neu

Auf.AufSuc
Auf.KuenSuc
Auf.VstSuc
Kun.KunVer.Suc
Mab.MabSuc
Ort.OrtSuc
Sal.KatSuc
Sal.ReiSuc
Sal.SalSuc
Vrk.VrkVer.Suc

Asw.TopTen Vrk.WebVrk.Wer Auf.BesVer.Aend
Auf.BesVer.Loes

Auf.BesVer.Neu
Auf.KuenVer.Aend
Auf.KuenVer.Neu

Vrk.ResVer.Suc
Vrk.WebRes.Suc

Vrk.WebVrk.Vrk

Vrk.VrkVer.Wer
Vrk.WerVer.Aend
Vrk.WerVer.Imp
Vrk.WerVer.Loes
Vrk.WerVer.Neu

Sys.SysInO.Lin
Sys.SysInO.Out
Sys.SysPow.Beg
Sys.SysPow.End

Sal.KatVer.Aend
Sal.ReiVer.Aend

Ort.OrtVer.Aend
Ort.OrtVer.Neu
Ort.VksVer.Aend
Ort.VksVer.Neu

Vrk.ResVer.Neu
Vrk.VrkVer.Neu
Vrk.WebRes.Neu

Vrk.AufFre

Kun.NewEmp
Kun.NewVer
Kun.WebAcc
Kun.WebNeu

Sal.SalVer.Aend
Sal.SalVer.Neu Sal.KatVer.Neu

Vrk.ResVer.Vrk
Vrk.WebRes.Vrk

Vrk.ResVer.Sto
Vrk.WebRes.Sto Vrk.VrkVer.Sto Kun.KunVer.And

Kun.KunVer.Neu
Mab.MabVer.Aend
Mab.MabVer.Neu

Figure 1. Map of use case set TICKET

AUTO COLLAB TICKET MOBILE

SOM mode static static static GHSOM
Dimensions 163 106 313 466
Lower limit 0.05 0.09 0.05 0.03
Upper limit 0.7 0.5 0.7 0.7
Map size 3x3 4x4 5x5 N/A
Iterations 15000 15000 50000 N/A

MQE 6.48 3.03 8.7 N/A

Table 2. SOM parameters

• “SOM mode” describes, whether a static or growing hierarchical SOM was used; the latter is particularly useful
for very large document sets and was thus used for the MOBILE use case set.

• “Dimensions” gives the number of words used to index the use cases.

• “Lower/upper limit” are the %-limits for automatic stop-word definition: if a word appears in too few documents
(“lower limit”), or in too many (“upper limit”), it is not included in the set of indexed words.

• “Map size” is the grid size of the 2-dimensional map.

• “Iterations” gives the number of iterations used to generate the map.

• “MQE” is the mean quantization error of the cells contained in a map. The quantization error of a cell measures
the dissimilarity of all input data mapped onto a particular unit; the comparison metric is Euclidean [18].

In all maps, the identified clusters were marked manually.

6 Discussion

Although there are many different approaches to support people in estimating software project efforts, few of them
are actually applied in typical industrial environments. One of the main reasons clearly is that estimation usually needs
to rely on explicitly collected measurement data which is costly and time-consuming to collect.



Moreover, many estimation methods lack of transparency and accessibility. Black-box approaches methods, e. g.,
relying on neural nets, often provide little insight on how they reach a certain estimate, and do little to foster portfolio
measurement data understanding.

Analogy-based methods rely on similarities between projects expressed as distances between (often interdependent)
attribute sets. Humans, however, are not particularly good at analyzing complex data without the aid of visualization
techniques. Thus common tools supporting analogy-based methods, e.g., spreadsheet applications, offer very limited
benefit.

Thus, this paper proposed a transparent way of visualizing the similarity of use cases without the need of explicit
measurement data collection; an implicit analogy metric is obtained by using textual similarity.

This is achieved using self-organizing maps, which have a strong tradition in the text mining area. They are a
very powerful tool for detecting structure in high-dimensional data and organizing it accordingly on a two-dimensional
output space. Several of its proven properties seem to be highly useful and supportive in the context of project portfolio
cost estimation and decision support, where users should benefit particularly from clustering techniques that uncover
similar documents and bring these similarities to the user’s attention, allowing for: the co-location of similar, yet not
identical topics; the content-based organization to facilitate browsing of documents according to subject hierarchies; the
topology-preserving representation of input similarities in terms of distances in the output space; and the ease by which
a user gains an idea regarding the structure of the underlying data by analyzing the map [17].

But what is the difference to merely using a standard text indexing and analyzing the nearest neighbors of a given use
case? The 2-dimensional representation of the use case set TICKET can illustrate several key benefits of the graphical
clustering.

Using merely the most similar text documents does not give an impression of a particular cluster size. On the upper
left, or on the lower right of figure 1, for example, relatively small clusters of use cases can be found. On the other hand,
on the upper right, a larger number of use cases is clustered together. In the use case set AUTO given in figure 2 most
clusters (except the 4-use case cluster at the top of the map) consist of two use cases. This becomes immediately visible
on the map, but remains invisible using mere text indexing and a list of the most similar documents. This information
influences how many neighboring use cases should reasonably be included in the analysis.

A special case are surely isolated instances of use cases, which differ that much from others that they do not appear in
any cluster. For example, denoting the lower left cell in figure 1 with (0, 0), such use cases can be found at (1, 1), (4, 1),
or (1, 3) in the TICKET use case set, or on the upper left part of the COLLAB use case set given in figure 3. Analyzing
such use cases—in our case, estimating related costs using cost information of similar/near use cases—should be done
with particular attention as the most similar use cases are already significantly different and their cost information may
thus be misleading. Again, a conventional list of the nearest documents would not yield this important information of a
use case being isolated.

Another interesting aspect is that the main entity of a use case (denoted by the first 3 characters of the use case
identifier, e. g., customer, show, system, etc.) is not determining the clustering. For example, the text describing the
procedure of searching for entities (identified by the suffix “Suc”) exhibits more textual similarities, overriding the
entities’ identification similarity and yielding the cluster on the upper right. The search logic was described in greater
detail; it seems plausible that estimating a new search use case should analyze other entities’ search use cases.

The benefits of visualizing portfolio data in the proposed way could be categorized as follows:

• Efficient measurement. No costly consistent collection of project data according to predefined explicit metrics
is necessary; instead, artifacts arising during the regular course of requirements analysis together with implicit
analogy metrics are used. Thus applying the proposed method is highly efficient: All that is required to visualize
a set of use cases is to extract them from existing documents and find optimal parameter settings. Costs and
complexity, and thus also the inhibition level of introducing the method into practice, are substantially reduced.

• Efficient to learn. The proposed method is straightforward and transparent; even estimators not acquainted with it
can immediately grasp the process and the natural visualizations’ implications.

Moreover, as no definition of metrics, model configuration or difficult-to-reproduce algorithms are involved, users
are far more likely to accept and apply this method in the first place.

• Efficient to use. In practice, one often has to deal with a yet more or less unknown project structure. This leads to
one of the main strengths of the SOM [18]: It gives the user a natural visualization and allows him or her to build
a mental model of the underlying project structure facilitating convenient exploration of (probably unknown) past
project data. Therefore, orientation for the estimator is highly improved, and it is easy to gain a fast overview
of a project’s properties, its functionality’s cluster structures and sizes. This applies for team members new to a
project as well as experienced managers and estimators tackling a new project.
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Figure 2. Map of use case set AUTO

For example, in the MOBILE project consisting of more than 440 use cases, the growing hierarchical self-
organizing map provides the user with a roadmap witch separates main topical branches, guiding him or her
through the various topical sections. It thus substantially reduces the effort needed to gain an overview of the
internal project structure and allows comfortable browsing of requirements hierarchies.

These properties of the proposed visual representation—transparency and simplicity, overview and understanding—
also seem to be of particular relevance for industrial practice as expert judgement based on informal analogies between
projects is by far the most frequently applied estimation technique [8].

The authors are also aware of several instances in industrial environments where estimation was hindered by its
relation to software measurement being perceived differently by various stakeholders—by using self-organizing maps to
visualize implicitly collected clusters of requirements, the connection between demands and effort becomes transparent,
and estimates are easier to agree upon.

Limitations

A company using this approach to quickly find similar past requirements in order to estimate new ones should
implement a requirement database; manual document handling and conversion from doc to txt file formats would nullify
efficiency gains by this implicit analogy-based approach.

If use cases are written by different people, their language and wording could influence the clustering; therefore
important terms should be defined and managed centrally. (This is helpful to obtain consistent requirements, anyway.)

If use case templates are used, e. g., containing section like “precondition” etc., empty sections should not be removed.
Thus, the section name will be correctly identified as stop-word and won’t influence the clustering. Authors’ names,
however, should be removed from the use case text, potentially requiring a change in the use case template and database.

To keep the system as flexible and generally applicable as possible, no language- or domain-specific optimizations
for the content-based analysis, such as the use of specific stop-word lists, were performed. Language-specific adaption
may further improve the resulting clustering, albeit sacrificing the language and domain independence [18].

7 Conclusion and Outlook

This paper presented the application of self-organizing maps to specific requirement artifacts, use cases, in order to
implicitly determine analogies between new and historic software requirements for software cost estimation. The main
motivation was to avoid costly explicit software measurement.

The approach was tested on several real-world industrial use case sets. The clusters obtained did indeed conform to
our expectations: use cases dealing with similar topics or aspects of a projects were visibly clustered together.

In our view, this approach should be particularly helpful within a well-defined environment, for example, a company,
which performs a large number of similar projects in comparable circumstances. Using the approach on singular,
innovative projects, or comparing projects of different environments are unlikely to yield satisfactory results.

Further research will define the overall estimation process using this approach in greater detail, and describe tool
enhancements to support it.
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