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ABSTRACT

Tools which support artists with the generation of drum
tracks for music productions have gained popularity in re-
cent years. Especially when utilizing digital audio work-
stations, using e.g. predefined drum loops can speed up
drafting a musical idea. However, regarding variation and
originality of drum patterns, methods based on generative
models would be more suited for this task. In this work
we present a drum pattern generation prototype based on a
step sequencer interface which allows to explore the suit-
ability of generative adversarial networks for this task.

1. INTRODUCTION

Automatic music generation has been an active field of re-
search for several years. While early attempts mostly use
rule-based and probabilistic models, recent systems focus
on machine learning and artificial intelligence based meth-
ods [6,14]. These methods can be divided into two groups:
i) methods focusing on generating audio signals and ii)
methods that create symbolic music. Generative systems
that focus on full music tracks may find application in the
context of media arts or for automatic sound track gen-
eration e.g. for video games. In this work we focus on
generating only drum tracks which is a relevant task in the
context of digital music production. Generating a symbolic
drum track can be a labor intensive task, while involving
repetitive steps. To draft musical ideas quickly, it is often
desirable to have a simple and fast method to create a ba-
sic drum track. Some digital audio workstations (DAW5s)
and drum sequencers thus provide predefined drum loops
to enable such a workflow. Apple’s Logic Pro X DAW fea-
tures a so called Drummer plugin to create drum tracks,
which allows to interactively vary loudness and complex-
ity, besides other parameters. While for the early stages
of writing music, these approaches help to speed up the
process, musicians and producers often refrain from using
these technologies for the end product. This is due to the
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Figure 1. UI of the proposed prototype.

fact that out-of-the-box patterns bear the danger of sound-
ing unoriginal.

To incorporate more natural variation and thus over-
come these downsides, generative approaches for drum
tracks can be used. Early methods for symbolic drum track
generation built on genetic algorithms (GAs) [5,7, 8, 11].
Vogl et al. [12] use restricted Boltzmann machines (RBMs)
to achieve this. Recent works show that generative adver-
sarial networks (GANs [4]) can be used for music gen-
eration; both for symbolic music [3, 14] as well as au-
dio [2, 10]. In this work, GANs are used to directly gen-
erate symbolic drum tracks, parameterizable and control-
lable in a similar fashion as the Drummer plugin in Logic
Pro X.

2. METHOD

The drum pattern variation engine is implemented using
a GAN. The network is trained on sets of 8-by-32 matrix
representations of drum patterns. Each of these matrices
represent a bar of music, while the eight rows represent
different drum instruments and the 32 columns individual
discrete time steps (32nd notes). For this work dynamics
(changes in volume for each onset) are ignored as a sim-
plification.

2.1 Network Structure and Training

The structure of the GAN is based on a convolutional re-
current design. Four deconvolution layers with 3x3 filters
are used to generate a bar (8x32 matrix), while recurrent
connections over bars are used to model the temporal evo-
lution of patterns. This way, a varying number of bars can



be considered during training or inference.

As loss for GAN training a Wasserstein loss [1] in com-
bination with additional conditioning on genre, and two
features extracted from the one-bar drum patterns (com-
plexity and loudness) are used.

2.2 Training Data

A MIDI dataset of popular songs published as part of [13]
serves as training data for the GAN. First, drum tracks
were extracted from the full MIDI files and then converted
to the 8-by-32 matrix per bar representation. The genre
tags for this data were created by parsing the MIDI file
names to extract artist name and utilizing an artist to genre
lookup (Spotify API'). Additionally a large scale genre
dataset of two-minute electronic dance music (EDM) sam-
ples was used [9]. To extract symbolic drum tracks, a state-
of-the-art drum transcription system [13] was applied.

3. Ul

Figure 1 shows the basic user interface of the prototype.
The main area features a eight-by-32 step-sequencer grid.
Step sequencers have been shown to be an effective input
method for drum pattern creation, however, they only al-
low a discrete time grid. Beneath the step-sequencer grid,
an x/y pad allows control of complexity and loudness for
pattern creation. Additionally controls for playback con-
trol, genre, tempo, and swing ratio allow customization of
the drum patterns.

4. CONCLUSION

In this work we present a GAN based drum pattern gen-
eration prototype, trained using large scale drum pattern
datasets. These datasets were extracted from MIDI songs
and two minute audio excerpts utilizing a drum tran-
scription system. The UI follows well-known interface
paradigms used for drum pattern generation.
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