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Abstract. Enterprise architecture facilitates the alignment between different domains, such as business, applications and information technology. These domains must be described with description languages that best address the concerns of its stakeholders. However, current model-based enterprise architecture techniques are unable to integrate multiple descriptions languages either due to the lack of suitable extension mechanisms or because they lack the means to maintain the coherence, consistency and traceability between the representations of the multiple domains of the enterprise. On the other hand, enterprise architecture models are often designed and used for communication and not for automated analysis of its contents. Model analysis is a valuable tool for assessing the qualities of a model, such as conformance and completeness, and also for supporting decision making. This paper addresses these two issues found in model-based enterprise architecture: (1) the integration of domain description languages, and (2) the automated analysis of models. This proposal uses ontology engineering techniques to specify and integrate the different domains and reasoning and querying as a means to analyse the models. The utility of the proposal is shown through an evaluation scenario that involve the analysis of an enterprise architecture model that spans multiple domains.
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1 Introduction

Enterprise architecture is defined by Lankhorst as "a coherent whole of principles, methods, and models that are used in the design and realization of an enterprise's organizational structure, business processes, information systems, and infrastructure", with a "focus on alleviating the infamous business-information technology alignment problem" [1]. Such alignment is typically achieved through the creation of models describing an enterprise, including business and IT elements, so that it can realize management requirements and be maintained over the period of its useful life [2].

Several enterprise architecture frameworks were developed through the years, providing methods and techniques, including enterprise architecture modelling languages, as can be witnessed, for instance, in [3]. However, and despite the efforts for developing comprehensive approaches to enterprise architecture, such as TOGAF [4] or ArchiMate [5], it can be noticed...
that such "one language fits all" approaches are not enough for addressing the specifics of each organization, which can be attested by the emergence of situational approaches [6], [7], [8], [9]. The use of situational approaches makes possible the combination of different method and model fragments to suit the specificities of each scenario being addressed, which can be a means to more effectively address the concerns of the stakeholders.

Managing the dependencies between and within the different models created is crucial for supporting the communication between the different stakeholders, and for ensuring their alignment and consistency [10], [11]. However, the integration of multiple meta-models brings challenges at the level of coherence and model consistency [12], [13], [14]. In terms of traceability, it becomes difficult to maintain links among elements from the different models, which is a problem that gets exacerbated as the models evolve. Consequently, model consistency is also hindered, namely when the models are created using different tools.

Moreover, commonly used model representations (i.e., the way the information contained in the models is structured and organized) create challenges to the analysis and evaluation of the alignment between business goals and the IT capabilities. On the one hand, the high complexity and detail of the information contained in the models makes the analysis exclusively by human means hard. On the other hand, used model representations are typically inadequate for automatic processing of the information contents of the models, with most of the tool support available for that end providing limited analysis capabilities [15].

As a result, there is a need for an extensible approach to enterprise architecture that ensures meta-model level coherence, which concerns encoding rules on the meta-model, and supports model and cross-model verification, which concerns the evaluation of the conformance of the models to the rules specified in the respective meta-models. Moreover, enterprise architecture models should be computable so that the effort involved in their analysis is manageable. Therefore, the following research questions can be raised:

- **Research Question 1 - Model representation:** How to represent the models in a way that allows their integration?
- **Research Question 2 - Model analysis:** How to represent the models in a way that supports the production of relevant analysis for the different stakeholders?
- **Research Question 3 - Analysis techniques:** What information processing techniques should be used for determining the alignment of the information systems with the business goals?

In order to be able to provide answers to the aforementioned research questions, we assume that the following principles should be respected:

- **Principle 1 - Flexibility:** Support for covering the multiple viewpoints of stakeholders should be provided, including the capability for enriching the already existing information.
- **Principle 2 - Computable models:** A computable representation for the enterprise architecture models should be adopted.
- **Principle 3 - Support for analysis techniques:** Support for techniques allowing the detection and analysis of alignment between system capabilities and business objectives should be provided.

This paper raises the hypothesis that ontologies can contribute for solving the described problem. Ontologies describe a domain model by associating meaning to its terms and relations. A more formal and widely used definition is that of Gruber who defines an ontology as a "formal specification of a conceptualisation" [16]. Several authors recognize ontologies and associated techniques as being valuable tools in the enterprise architecture domain [17][18][19][20][21]. Enterprise architecture can benefit from the available knowledge and techniques, which can improve model creation, extension and validation, through an explicit semantic definition of the concepts present in different meta-models [22].

The main contribution of this article is thus proposing an architecture based on the use of ontologies that provides the following features:
• Representation of enterprise architecture models, providing information processing capabilities, namely computational inference and information querying, allowing for:
  o Enforcement of meta-model coherence, through the addition of axioms to the ontologies enforcing semantic rules implicitly defined in the model specifications.
  o Meta-model conformance verification of models, since models specified according to a determined meta-model can be verified against the semantic rules specified in the ontology through the use of reasoners, allowing for the verification of logical inconsistencies present in models.
  o Information processing mechanisms that can be used to support decision-making, through the usage of computational inference and querying mechanisms, allowing for better information retrieval and processing.
• Ontological integration of the viewpoints of different stakeholders, offering improved extensibility and expressiveness of the Enterprise Architecture, through the management of the inclusion of new domain-specific meta-models in a standard way, with the aim of capturing specific aspects of organisations.

We demonstrate the applicability of the proposal through the application of formal ontologies to model a set of different enterprise architecture domains and through the consistent integration of these domains. In particular, we develop an ontology to specify the ArchiMate 2.0 meta-model and then create traceable maps to it from a set of domain-specific languages. We also describe an example that maps the sensor technology domain to ArchiMate in the context of a real-world scenario. This demonstration shows that the application of ontologies to Enterprise Architecture modelling effectively assists consistently aligning and analysing different domains.

This work is organized as follows. In section 2, related work is described. In section 3, some of the current issues existing in Enterprise Architecture practice which this work intends to approach are discussed. Section 4 presents a proposal based on ontology techniques for improving the representation of architecture models. Section 5 presents a proposal based on ontology techniques for improving the analysis of architecture models. Section 6 describes an implementation of the proposal. Section 7 evaluates the proposal through its application to a concrete scenario. Finally, Section 8 concludes the paper and provides directions for future work.

2 Related Work

2.1 Enterprise Architecture Model Integration

When integrating the architectural data specified in different models two approaches are possible: a holistic approach or a federated approach [23]. In the holistic approach, a single model comprising all the needed artefacts is used, which means that any information specified using a different meta-model as a basis has to be converted into it, in order to be integrated. On the other hand, a federated approach based on meta-model integration uses specialized models that are linked to a main model.

Different works dealing with federated model integration in enterprise architecture have been published through the years. One of the earliest mentions to model integration in this specific domain was the Enterprise Model Integration (EMI) [24] approach. EMI is based on "object-oriented meta-modelling" concepts to describe specific languages, which can then be integrated vertically (i.e., top-down or bottom-up), horizontally, or using an hybrid approach. Different types of patterns are then specified for describing the types of mappings between two meta-models, addressing the cases where the meta-models complement each other or when they are used concurrently. In the first case, reference links or transformation rules can be used, whereas in the second case merge rules are used.

In [25], the ArchiMate language is first proposed as a way to "bridge between other existing modelling languages", which provides an high-level set of concepts that can be specialized using
specific models. In order to support this proposal, a workbench for the integration of modelling languages and tools is presented. The integration is achieved through the use of bi-directional transformational rules that can be used to detail ArchiMate model elements into more detailed models, specified in a more specific language. The proposal made in this work and its implementation is greatly influenced by this work. Follow-up works include [26], which approaches the integration of functional with non-functional models and design with analysis models, and [27], which deepens the integration role of ArchiMate by discussing its integration with symbolic, semantic and subjective models.

The work in [28] extends the EMI approach with mappings and rules for meta-model integration, providing a catalogue of rules that can be instanced in specific integration scenarios, thus making EMI situational. The work in [29] advocates the use of a federated approach to business architecture engineering that integrates generic meta-modelling methods with business architecture meta-models. For that it proposes a method based on the identification of the stakeholder concerns and specification of meta-models for addressing them, and integrating the different meta-model fragments resulting from the exercise. The integration is done through the creation of mappings reflecting similarity, generalisation or specialisation.

More recently, an approach based on the use of meta-model fragments extending a core meta-model, focusing in different qualities is described in [6]. The work in [30] maps concepts from a risk management domain model into ArchiMate using generalisation and specialisation relationships between the concepts of the two meta-models. In [31], the Enterprise Services Architecture Meta-model Integration (ESAMI) is described as being a "correlation-based integration method for architecture viewpoints, views, and models", for integrating service-oriented enterprise architectures.

### 2.2 Ontologies

The term ontology comes from the Greek *ontos* (being) + *logos* (word), literally meaning existence [32]. From the perspective of philosophy, ontology is the systematic explanation of being [32]. In computer science, the most widely used definition characterizes ontologies as "formal, explicit specification of a shared conceptualization" [16]. In this definition, "conceptualization" refers to an abstract model of phenomena in the world by having identified the relevant concepts of those phenomena, "explicit" means that the type of concepts used and the constraints on their use are explicitly defined, "formal" refers to the fact that the ontology should be machine readable, and "shared" reflects that the ontology should capture consensual knowledge accepted by the communities [34].

Uschold divides the uses of ontology into three categories [35]: human communication, interoperability, and systems engineering. In human communication, ontologies reduce conceptual and terminological confusion and enable shared understandings between people with different needs and viewpoints. When used for interoperability ends, it improves the exchange of data among heterogeneous sources. When engineering systems, a shared understanding of problems can also assist in the systems’ specification. Informal (simple) ontologies can be the basis for manual checking of designs against specifications, to improve systems reliability. Ontologies can also foster reusability, enabling the reuse of knowledge models in new applications. In this case, ontologies are used to make the underlying assumptions of software component design explicit [32], [35]. Guarino has also provided a listing of the fields making use of ontologies, which includes: knowledge engineering, knowledge representation, qualitative modelling, language engineering, database design, information retrieval and extraction, and knowledge management and organization [36].

According to Uschold [35], there are several formalization degrees in ontology, whose range extends from the most informal to the more formal including:

- Informal (natural language)
- Semi-informal (restricted and structured form of natural language)
- Semi-formal (languages such as Ontolingua, UML, OWL)
- Rigorously formal (meticulously defined terms, formal semantics and theorems, soundness and completeness proofs)

The spectrum of ontology formalization in computer science [32] is depicted in Figure 1. According to this figure, there are two main groups of ontologies: non-structured or simple (i.e., left of the spectrum) ontologies, and structured ontologies (i.e., right of the spectrum). The degree of structure of the ontology depends on the purpose of use of ontology. The simplest form of ontology is a catalogue which is a controlled vocabulary (i.e., a finite list of terms). Another potential ontology specification is a glossary (i.e., a list of terms and meanings). The concepts and meanings in these types of ontologies are typically specified in natural language statements. This provides a kind of meaning description for human consumption since humans can read the natural language statements and interpret them.

![Figure 1. Ontology Spectrum](image)

However, interpretations of this type of specification are not unambiguous and thus they are not adequate for computer agents, not meeting the criteria of being processed by machines. Thesauri provide some additional semantics concerning the relations between terms, for instance, synonym relationships. In many cases, the relationships defined therein may be interpreted unambiguously by agents. Typically, thesauri do not provide an explicit hierarchy.

An inclusion of strict sub-class hierarchies (i.e., is-a relationships between concepts) improves deduction possibilities over ontologies. Another step further in terms of ontology formalization includes using frames. Frames are a knowledge representation scheme very similar to class diagrams. When using frames, concepts are represented through classes. Each class has a set of properties, with each property having a type, a set of values and value restrictions.

Description logics (DL) are a family of logic based knowledge representation formalisms used to describe domains in terms of concepts, roles and individuals, including their relationships. DL allows the definition of axioms that are logical statements about the "relationships between properties and/or classes in the domain" [38]. In that sense, DL are a step further in ontology formalization as they allow the expression of logic constraints that are not possible outside the specification of a frame.

### 2.2.1 Ontology Integration

The word integration has been used with different meanings in the ontology field. In simple terms, ontology integration is the process of identifying common concepts and relationships shared between two or more ontologies [39]. Three main techniques of ontology integration can be described as follows.

- **Ontology alignment**: is the process of building a new ontology by identifying correspondences between all the concepts of two ontologies, which are said to be equivalent.
- **Ontology mapping**: is the process of building a new ontology by finding common concepts between two (or more) concepts belonging to two (or more) different ontologies.
- Ontology merging: is the process of building a new ontology by merging several ontologies into a single one that will “unify” all of them, and create a more general ontology about a subject.

One of the big challenges in ontology mapping is finding the semantic mappings between two given ontologies. Figure 2 shows a high-level view of the mapping process [40], [41]. An essential element when performing the mapping is the matcher. The matcher tries to discover correspondences between different ontology entities from narrow perspectives [42]. It builds correspondences between different ontologies by first selecting an appropriate feature (e.g., entity label, structural description of concepts, and range for relations, instantiated attributes or extensional descriptions) from the ontologies [40].

![Figure 2. A simplified high-level view of a mapping process](image)

Common mapping approaches link candidate ontologies to a common ontology using anchors [43], [40], [42]. Anchors are entities which are declared to be equivalent. Finally, matchers evaluate the similarity criteria of both ontologies. Frequently, functions based on heuristic similarity instead of exact logical similarity are used to avoid a costly complete search. Iterating stops when there are no more new mapping proposals [44].

Different types of mismatches may occur between different ontologies [40], [45], [46], [47]:
- **Syntactic mismatches**: Two ontologies are syntactically heterogeneous if they are represented by different representation languages. To resolve this type of mismatches, simply transform the representation language of one ontology to the representation language of the other ontology. However, many times translation is difficult and even impossible and may lead to source information omission.
- **Lexical mismatches**: Describes the heterogeneity between the names of entities, instances, properties or relations. They are four forms of heterogeneity:
  - Synonyms: The same entity is represented by two different names.
  - Homonyms: The same name represents two different entities.
  - The same name in different languages labelling the same entity.
  - The same entities are named with the same words but with different syntactic variations, such as abbreviations, optional prefixes or suffixes
- **Semantic mismatches**: The mismatches identified at this level are related to the content of the input ontologies. This is the most challenging mismatch. Three abstract forms of mismatches can be described:
  - Coverage: Two ontologies are different from each other in that they cover different (possibly overlapping) portions of the world (or even of a single domain).
  - Granularity: Two ontologies are different from each other in that one provides a more respectively less detailed description of the same entity.
  - Perspective: Two ontologies are different from each other in that one may provide a viewpoint on some domain which is different from the viewpoint adopted in another ontology.
2.2.2 Ontology Reasoning

One of the key features of ontologies is that they can be validated and analysed by reasoning methods. The term reasoning is used, in the context of ontologies, to denote any mechanism for making explicit a set of facts that are previously implicit in an ontology. The two main purposes of reasoning are validation and analysis [48].

Validating an ontology means ensuring that the ontology is a good representation of the domain of discourse that you aim at modelling. Reasoning is extremely important for validation. For example, consistency checking is a kind of reasoning, which can be performed to capture possible inconsistencies in the definition of the classes and properties of the ontology. Also, a reasoner can then be used to obtain inferred information about the model, such as inferred super-classes, inferred equivalent classes, and inferred types for individuals.

In analysis one assumes that the ontology is a faithful representation of the domain, and tries to deduce facts about the domain by reasoning over the ontology. Moreover, it tries to collect new information about the domain by exploiting the ontology. Clearly, analysis can also provide input to the validation phase.

In the recent years logical reasoning has been widely used in the field of ontology engineering. There are some forms of logical reasoning, including reasoning in classical logic and non-classical logic [48], [49], [50]. Reasoning in classical logic is related to the idea of proving theorems in classical first order logic. This can be characterized as the task of checking whether a certain fact is true in every models of a first-order theory. A well-known example of reasoning that cannot be captured by classical logic is the so-called defeasible reasoning. Although we can state in an ontology that all birds fly, it is known that penguins are birds that do not fly. This is a form of non-monotonic reasoning: new facts may invalidate old conclusions. Since classical logic is monotone, this goes beyond the expressive power of classical logics.

3 Problem: the Need for Flexible and Computable Enterprise Architecture

In this section, we describe and analyse the problem addressed by this work. In order to ground our proposal in good practice, the architecture principles that a solution for the problem should abide for are defined. An architecture principle can be described as "a declarative statement that normatively prescribes a property of the design of an artefact, which is necessary to ensure that an artefact meets its essential requirements" [51].

According to the ISO/IEC/IEEE 42010 [52], a system architecture description includes views that address the concerns of the system stakeholders. Those views are created according to the viewpoints of the stakeholders. Correspondence rules are created between the views to enforce composition, refinement, consistency, traceability, dependency, constraint and obligation relationships between the views [52]. In this way, architecture can function as a communication tool between different stakeholders, as each is presented with its own consistent view on the system of interest, displayed in a manner that is understood by him.

- **Architecture Principle 1** - Concern orientation: The architecture of the solution shall represent the concepts necessary and sufficient to address an explicit set of modelling concerns. This means that the model shall be derived from the questions that need to be addressed and to provide answers to those questions. This also means that the model shall not support any concepts that are not explicitly derived from stakeholder concerns.

- **Architecture Principle 2** - Expressiveness: The architecture of the solution shall be able to represent the domain concepts without ambiguity in order to improve communication. This entails defining the minimum set of types and relationships to describe a domain.

Although the need for multiple views on the system is recognized by the standard, the truth is that it is a challenge to maintain these relationships when multiple independent meta-models and models are involved [25]. As such, some enterprise architecture modelling approaches try to be
as comprehensive as possible up to a certain level of abstraction, providing a meta-model that approaches the different layers of an organization [23]. But the fact is that, many times, the integration of many meta-models is imperative in order to provide project or domain-specific solutions to many problems [23][28].

- **Architecture Principle 3 - Extensibility**: The architecture of the solution must cope with extensions because context modelling entails using multiple concurrent perspectives on the same problem. This derives from being able to answer to multiple concerns. Therefore, domain-specific and domain-independent models must coexist and the overall architecture must cope with multiple model transformation and integration. A specific concern is that the architecture is extensible to new application domains.

Using multiple meta-models often requires using multiple specialized tools, making it especially problematic to ensure the consistency across models, especially when the meta-models evolve [53]. The automatic or semi-automatic validation of the conformance of the models to the meta-models might be available or not, depending on whether the models are fully computable (abstract syntax and semantics) or not, or on the existing tool support.

- **Architecture Principle 4 - Modularity**: The architecture of the solution must follow the principles of high-cohesion and low-coupling. Observing these principles contributes to expressiveness and extensibility of the architecture. It is especially important that adding new domain-specific aspects to the model does not interfere with the concepts already present in the model.

Enterprise Architecture should also provide support to governance and decision making [1], [54], functioning as an important information source for informed decisions. Given that the purpose of models is to answer questions about the modelled entities [54], the ability to analyse the models for retrieving answers to the stakeholders is also desirable [55]. Stakeholders should be able to obtain as much useful information as possible from the knowledge contained in the models, which might reach a great level of complexity when elaborated with detail [56]. Such analysis can of course be made without any automation, however, it can be difficult obtain useful information when dealing with complex scenarios [57].

Given this, creating computable representations for enterprise architecture models comes out as a relevant need [58]. The combination of the computable models along with the enforcement of the dependencies brings benefits for enterprise architecture, such as retrieval, management, and processing of information. One example of such benefits is dependency analysis, which can be used for evaluating the alignment between the business and IT concepts.

- **Architecture Principle 5 - Viewpoint-orientation**: The architecture of the solution must support defining views over subsets of its concepts. This serves to facilitate the communication and the management of the models as viewpoints act as a separation of concerns mechanism. Viewpoints will facilitate addressing multiple concerns and can improve decision-making by isolating certain aspects of the architecture in views according to the needs of decision makers. In that sense, viewpoint specifications can be as simple as a filter that is applied on the overall constellation of enterprise architecture models, or as complex as an algorithm that uses the information contained on the models for performing a determined computation.

Next section described a proposal for the representation of enterprise architecture models that addresses the listed design principles.

### 4 Proposal: Representation of Enterprise Architecture Models Using Ontologies

Addressing the need for a representation that allows integration of different meta-models and their analysis by computational needs, our proposal is based on the hypothesis that ontologies are...
able to represent, integrate and extend enterprise architecture models. Our approach is grounded in the following concepts:

- **Upper Ontology (UO):** a core meta-model, which represents a minimum set of enterprise architecture concepts and which can be considered domain-independent (i.e., that does not address any specific domain-dependent concerns and that can be applicable to the majority of the scenarios), thus addressing the architecture principles 1 and 2 (cf. section 3).

- **Domain-Specific Ontologies (DSOs):** In order to address the architecture principles 2 and 3 (cf. section 3), the upper ontology can be integrated with other domain-specific meta-models, in a varying number depending on the situation at hand, which are termed domain-specific ontologies. Each DSO represents a domain-specific language that addresses a particular set of concerns, and should also have the minimum set of concepts required for describing a determined domain, therefore addressing the architecture principle 2 (cf. section 3).

Following the architecture principle 5, the number of dependencies between the DSOs and the UO should be minimal, and each DSO should deal only with a set of domain-specific concerns. In this way, the addition of DSOs should have a minimum impact on the UO and existing DSOs.

For achieving traceability between the UO and the DSO and to fulfil the architecture principle 3, it is necessary to integrate the ontologies. Thus, ontology integration deals with the combination of the different ontologies for ensuring consistency and maximum coverage of the domain being addressed. In this particular case, the adopted technique is that of ontology mapping (cf. section 2.1), due to the fact that a DSO specializes some of the concepts present in the UO, but not all of them.

The simplest case is that of integrating the DSO with the core concepts represented in the UO. Cross DSO-DSO integration can also occur in cases where there is the need for adding more expressive power to specific domains. The ontology integration makes use of model transformation, which involves defining a mapping strategy from a source model to a target model [59], [60]. Figure 3 depicts the different types of transformation mapping strategies between the UO and the DSOs.

![Figure 3. UO-DSO Integration Architecture](image)

Considering the mapping between the UO and a DSO, it might be as simple as a 1:1 correspondence between the concepts of the two ontologies. However, it is expected that semantic mismatches might occur, due to evident differences in coverage, granularity and perspective (cf. section 2.3.1), as domain-specific languages might contain very specific concepts that cannot be mapped at all into the UO. Using the Bunge-Wand-Weber representation
model as an inspiration [61], one concept on the DSO might map to several concepts in the UO (overload), several concepts in the DSO might map to one concept in the UO (redundancy), a concept in the DSO might not map at all to the UO due to inexistence of adequate concepts in the upper ontology (excess), or some concepts in the UO might not be mapped by concepts in the DSO due to the inexistence of adequate concepts in the DSO (deficit). Figure 4 depicts the different types of semantic mismatches.

![Figure 4. Types of potential semantic mismatches [62]](image)

It is assumed that the mapping between some of the concepts of the DSO and some of the concepts of the upper ontology will always be possible, as the kinds of problems we are dealing are situated in the information systems domain. Redundancy, overload and deficit cases are thus expected to occur frequently. Cases where doubts might occur concerning the mapping between two concepts are carefully judged, with the mapping not being considered in cases of incompatibility.

One important aspect to refer is that this proposal would still acknowledge the use of existing tools and representation techniques for creating and managing the independent models. The models should then be converted to the UO or DSOs (i.e., creation of individuals), depending on the case. As the models are being converted, they should be verified for any inconsistencies according to an already existing meta-model expressed in an ontological representation. After that, the models can be used for performing analysis and can even be converted back into the original representation format if desired.

5 Proposal: Analysis of Enterprise Architecture Models Using Ontologies

In order to be able to address the need for information processing techniques in enterprise architecture, it is proposed that advantage is taken from the computational inference features of ontologies for performing enterprise architecture model analysis. The proposed architecture makes possible the usage of reasoning for performing analysis of the models, providing the required views for stakeholders, thus addressing the architecture principle 5 (cf. section 3). Four possible analysis configurations are shown in Figure 5 and are described below:

- Intra-UO reasoning, when inference is limited to the concepts of the UO. If the elements of the UO are organized in different layers, then inter-layer UO reasoning or intra-layer UO reasoning is possible.
- Intra-DSO reasoning, when inference is limited to the concepts of the DSO;
- Cross-DSO reasoning, whenever a mapping transformation between different DSOs is available, inference can use concepts from different DSOs;
- Cross UO-DSO reasoning, when inference uses concepts from both the UO and one or more DSOs, requiring a mapping transformation between each UO-DSO pair.

![Figure 5. Reasoning configurations](image)

By using DL as the formalism for the representation of the UO and DSOs, features such as instance checking, relation checking, consistency checking, dependency inferring and completeness checking are available through the use of reasoners. These features can thus be used for checking of the correctness of the enterprise architecture models. Some of the popular DL reasoners available are: FaCT++ [63], HermiT [64], Pellet [65], and TrOWL [66].

However, and in order to produce an analysis that is meaningful to the stakeholders, the models need to contain the information needed for performing the analysis, which always depends on the scenario at hand [54]. Thus, the addition of DSOs should take into account the following steps:

- Step 1 - Identify stakeholders and analysis needs: in this step, the identification of the stakeholders, their concerns, and analysis needs is performed. For this purpose, after the stakeholders are identified, their information needs are gathered under the form of questions and expected answers using a predefined template. After this, the questions need to be analysed in order to identify the concepts and instances if the concepts referred therein. Table 1 depicts example stakeholder questions after being analysed, with concepts highlighted in bold and instances highlighted in italics.

**Table 1. Example stakeholder questions**

<table>
<thead>
<tr>
<th>Question</th>
<th>Expected Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Which <strong>business processes</strong> BPA depend on <strong>business process</strong> BP?</td>
<td>List of <strong>business processes</strong></td>
</tr>
<tr>
<td>Which <strong>business actors</strong> BA are required to execute <strong>business process</strong> BP?</td>
<td>List of <strong>business actors</strong></td>
</tr>
<tr>
<td>What are the <strong>technological entities</strong> T supporting <strong>business process</strong> BP?</td>
<td>List of <strong>technological entities</strong></td>
</tr>
</tbody>
</table>
• Step 2 - Review enterprise architecture models: this step determines what is required from the models, and checks if the existing UO and DSOs can account for those requirements. If the existing models are not expressive enough for to cover the stakeholder needs, new concepts are to be added through a new DSO, which can be created from scratch, or by adopting an existing meta-model.

• Step 3 - Instantiate model: this step deals with the creation of a model instance for a specific scenario.

• Step 4 - Perform analysis: this step deals with the posing of the reasoning queries to the model instance. Questions such as the ones displayed in Table 1 need to be converted into DL to be posed to the models. The DL queries might involve any of the reasoning configurations discussed earlier in this section.

The next section describes an implementation of the proposal and a short example demonstrating the approach.

6 Implementation of the Proposal

For the implementation of the proposal, it was decided that an existing meta-model was to be adopted as the UO, describing the domain-independent aspects of the architecture, since several enterprise architecture meta-models are already available for use. Moreover, the focus of this research is not on creating enterprise architecture meta-models, but on providing an architecture where existing meta-models can be used and extended, using ontology technology.

This scenario was modelled using the standard ArchiMate 2.0 architecture description language. ArchiMate is a standard modelling language and framework from The Open Group that covers the domain of Enterprise Architecture. The language includes a minimum set of concepts and relationships and the framework includes a minimum set of layers and aspects required to enable modelling of the majority of cases. ArchiMate fits within the defined architecture principles (cf. section 3), namely:

• It is concern-oriented, thus addressing the architecture principle 1.
• It provides a high-level of abstraction, including a minimum set of concepts and relationships, with the framework including also a minimum set of layers and aspects to enable modelling of the majority of cases, thus addressing the architecture principle 2.
• And it was designed with extensibility in mind, thus addressing architecture principle 3.
• It is viewpoint-oriented, thus addressing architecture principle 5.

The extensions already described in ArchiMate's specification are also considered part of the UO as they address aspects that are traversal to all the organizations.

To create the UO, the ArchiMate meta-model, along with the Motivation and Implementation and Migration extensions were specified in OWL-DL. OWL is a family of semantic web languages designed to represent rich and complex knowledge about things, groups of things, and relations between things. When expressed in OWL, an ontology consists of axioms that place constrains on classes and on the relationships that are allowed between the classes. These axioms allow the systems to infer additional information based on the data explicitly provided. The data described by an ontology specified using one of the languages of the OWL family is interpreted as a set of "individuals" and a set of "properties" which relate these individuals to each other. Three different languages are available: OWL Lite, OWL-DL and OWL Full.

The choice of OWL-DL enables taking advantage of the different computational inference and querying mechanisms already existing, and as a result, being able to perform analysis of the model for assessing the consistency of models against rules, verify the completeness of models, and for decision making through the production of reports based on contents of the model. The method employed for creating an ArchiMate representation in OWL involved three steps: (i)
transform the ArchiMate meta-model; (ii) adding axioms and cardinalities; and (iii) transforming the ArchiMate models.

In step (i), an analysis of ArchiMate's meta-model was performed concept-by-concept, including the relations with other concepts and the constraints existing in those relations. The result was the mapping of concepts into OWL classes and the mapping of relations into OWL ObjectProperties. In step (ii), restrictions were added to the properties, such as InverseObjectProperties and SuperObjectProperties axioms were added to the OWL ontology, so that derived relationships can be inferred. For instance, the expression: triggeredBy InverseOf triggers declares that the triggers ObjectProperty has an InverseObjectProperty named triggeredBy. Axioms were added to ensure the compliance against the ArchiMate specification, including cardinality. For instance, the expressions

```
BusinessFunction and hasAspect exactly 1 Thing
BusinessFunction and hasAspect some BehavioralAspect
BusinessFunction and hasLayer exactly 1 Thing
BusinessFunction and hasLayer some BusinessLayer
```

specify that the OWL class BusinessFunction covers exactly one aspect, i.e, BehavioralAspect, and i.e., BusinessLayer. Step (iii) is scenario dependent and involves creating individuals of belongs exactly to one layer, the classes existing in the ArchiMate ontology created in the two previous steps, which correspond to the elements modelled in an ArchiMate model.

Figure 6 depicts an ArchiMate model using the ArchiSurance example [5]. After the conversion of the model into OWL (step (iii) above), and by using the reasoning capabilities, a question such as the following can be answered for validating the correctness of the ontology:

- **What BusinessServices are used by the Customer BusinessRole?**
- **What BusinessProcesses are used by the Customer BusinessRole?**
- **What ArchiMate concepts belong to the ApplicationLayer?**
- **What ArchiMate concepts are BehaviouralAspect?**

**Figure 6. ArchiMate example: service realization view**
These questions can be formalised in DL as demonstrated below.

```
BusinessService and usedBy value Customer
BusinessProcess and
    realizes some (BusinessService and usedBy value Customer)
hasLayer some ApplicationLayer
hasAspect some BehavioralAspect
```

Figure 7 depicts the results of the execution of the statements by the HermiT reasoner, which are according to what can be observed in Figure 6.

Concerning the ontology mapping, the classes belonging to different ontologies can be mapped in various ways, depending on the existing semantic relationship. In case of equivalence between the classes, OWL already offers the `EquivalentTo` property. Or if a concept in the DSO can be considered a specialization of a class in the UO, probably one should be state as a `SubClass` of the other. Other more specialized maps can be created between the elements of the UO and DSO by using the `ObjectProperties` already provided by the ArchiMate ontology.

**Figure 7. Example query results**

7 Case Study

In order to demonstrate the utility of the proposals made in this article, this section describes the application of the proposal to a concrete scenario. This application includes the instantiation of the UO, instantiation of a DSO, and some examples of the analysis that can be performed using the two.
The case concerns a regulatory organization that assesses and monitors the structural safety of large engineering infrastructures, such as hydroelectric power plants, dams and bridges. This is accomplished through tasks performed at different stages of the structure's life-cycle, ranging from project planning, construction, and operation, to the structure's retirement. A significant part of the operational monitoring is performed by an array of specialized sensors that measure the physical behaviour of the structure. This organization is also required to document and preserve the business processes, information systems and technology that support the acquisition, processing and storage of the data pertaining to each structure. Thus EA plays an important role as a means to manage these artefacts.

![ArchiMate View](image)

**Figure 8.** Case study ArchiMate layered view

### 7.1 Model Representation

An ArchiMate model of the case study scenario was created and converted into OWL, with Figure 8 depicting a resulting ArchiMate view. However, the organizational stakeholders required modelling and analysing specific information about sensors. Following the steps described in section 5 concerning the analysis needs of stakeholders, it was identified that the expressiveness of the concepts contained in the UO was not enough for capturing the needed information. As a result, a specific description language needed to be defined, which resulted in a DSO for capturing sensor related information as depicted in Figure 9.
After the creation of the DSO, it was time for the mapping of the ontologies. When analysing the semantic mismatches existing between the two ontologies, different alternatives were considered for creating the mappings. Statements such as `EquivalentTo`, intuitively were a clear candidate. However, in this particular case the concepts in the DSO were rather specializations of the concepts in the UO. Therefore, `SubClass` statements were employed on the mappings. Table 2 depicts the determined mappings between elements the sensor DSO and the corresponding elements in the UO. Since this DSO is supposed to capture specialized information on sensors, as expected, some of the concepts in it will have no match in the UO, and vice-versa.

![Diagram of DSO](image)

**Figure 9. Overview of the sensors DSO**

Table 2. Mapping between the Sensor DSO and UO

<table>
<thead>
<tr>
<th>Sensor DSO</th>
<th>UO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensor</td>
<td>Node</td>
</tr>
<tr>
<td>GeoLocation</td>
<td>Location</td>
</tr>
<tr>
<td>GeoLocation</td>
<td>Location</td>
</tr>
<tr>
<td>Algorithm</td>
<td>ApplicationComponent</td>
</tr>
<tr>
<td>Value</td>
<td>DataObject</td>
</tr>
<tr>
<td>AcquisitionRatePerYear</td>
<td>DataObject</td>
</tr>
</tbody>
</table>

The process could be adopted to any other DSO to be integrated according to the needs of the stakeholders, thus demonstrating that the concern orientation, expressiveness, and extensibility principles are respected. Additionally, the mapping statements are done on a different ontology that references the concepts declared in both ontologies. This allows for the UO and DSOs to remain unchanged, as no new information is added to them, thus respecting the modularity principle.

### 7.2 Model Analysis

The different reasoning configurations described in section 5 can then be used for the purpose of identifying the dependencies between elements more easily. As such, two `SuperObjectProperty` chains were created and added to the ontology containing the mapping statements with the purpose of modelling dependencies between different elements. A `dependsDown` `ObjectProperty` was added as a `SuperObjectProperty` of the aggregation, composition, assignment, usage, and realization `ObjectProperties` in the UO, while the `dependsUp` `ObjectProperty` fills the same
purpose, being an InverseObjectProperty of the former. Since these properties are transitive, a graph of dependencies can be created.

For instance, the question "what are the technological entities supporting the process acquisition of readings?" can be translated into the DL query

```
Thing and
  hasLayer some TechnologyLayer and
  hasAspect some BehavioralAspect or
  hasAspect some ActiveStructuralAspect and
  dependsDown value Acquisition_of_readings
```

which uses elements belonging exclusively to the UO, thus being an example of intra-UO reasoning, more precisely, inter-layer-UO reasoning. The results of the execution of this query by the HermiT reasoner can be seen in Figure 10.

![Query results](image.png)

**Figure 10. Intra-UO reasoning example**

Another example, is the question "which ApplicationComponents were responsible for performing the acquisition and transformation of the readings for SensorType Drain?" For being able to answer this question, we need elements either from the UO (i.e., ApplicationComponents) and the sensor DSO (i.e., SensorType). The DL query

```
ApplicationComponent and
  dependsUp some (Sensor and hasSensorType value Drain)
```

provides the results that can be seen Figure 11, thus being an example of cross-UO-DSO reasoning.

The execution of these queries will thus highlight the dependencies between the different elements of the infrastructure, and can be used as a valuable tool for decision making. By identifying the dependencies, it is possible to trace the propagation of the changes throughout the architecture. That information can then be used by the organization for decision making. Moreover, since the architecture can be enriched with the addition of new DSOs, other types of semantics might be included on the models, making possible that other kind of decision-making analysis can be performed. For instance, if a DSO that includes runtime data automatically
captured from the environment, the impact might even be automatically quantified. The addressing of the analysis needs of the case stakeholders thus demonstrates that the viewpoint-orientation architecture principle is thus demonstrated in this case study.

![Query results](image)

**Figure 11. Cross-UO-DSO reasoning example**

8 Conclusions

This work raised three research questions which respectively focused in model representation, model support for analysis, and model analysis techniques. The use of ontologies for the representation of enterprise architecture models was hypothesized as an answer to those questions. Therefore, and in order to test the hypothesis, an ontology-based approach to the representation and analysis of enterprise architecture models was proposed. It consisted of an extensible architecture, based on architecture principles for enforcing meta-model coherence, model conformance, analysis capabilities and ontological integration of stakeholder viewpoints.

The proposal was then implemented and demonstrated in a case study that, on the one hand, addressed RQ1 and RQ2 by showing the extensibility offered by the approach and, on the other hand, addressed RQ2 and RQ3 by showing the analysis capabilities brought by the approach. The implementation of the proposal and the application to a case study also made clear some limitations that should be addressed in the future, namely:

- The analysis necessities of organizations might imply the addition of many DSOs, which might increase the complexity of the overall enterprise architecture and harden the task of managing the different ontologies.
- The necessity for an adequate tool support to manage the integrated ontologies, including the addition of new DSOs and their population.
- The lack of an adequate integrated visualization of the ontologies and of the analysis outcomes, which would benefit of an integrated graphical representation.

Nonetheless, it is considered that this proposal has relevant impact in the communities of enterprise architecture and ontology engineering, providing a bridge between the two fields. The enterprise architecture community benefits from having models that, besides documenting the organization, can enhance decision making. On the other hand, the ontology engineering community benefits from the application of the body of knowledge and techniques in solving concrete organizational problems.
In line with the above, future work will follow several lines of work, which include: applying the approach to new case studies, highlighting the different analysis capabilities; adding tool support through the creation of tools that facilitate the management and population of the ontologies; and the creation of a frontend to visualize the ontologies and analysis results in a graphical fashion. Another possible line of work is the creation of automatic data extraction and ontology population tools to feed the ontologies with real data, which can facilitate the process of creating models of the organization or even be used for checking the conformance of the models to reality.
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