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ABSTRACT
With increasing data collection, also efforts to extract the under-
lying knowledge increase. Among these, collaborative learning
efforts become more important, where multiple organisations want
to jointly learn a common predictive model, e.g. to detect anomalies
or learn how to improve a production process. Instead of learning
only from their own data, a collaborative approach enables the
participants to learn a more generalising model, also capable to
predict settings not yet encountered by their own organisation, but
some of the others. However, in many cases, the participants would
not want to directly share and disclose their data, for regulatory
reasons, or because the data constitute a business asset.

Approaches such as federated learning allow to train a collabo-
rative model without exposing the data itself. However, federated
learning still requires exchanging intermediate models from each
participant. Information that can be inferred from these models is
thus a concern. Threats to individual data points and defences have
been studied e.g. in membership inference attacks. However, we
argue that in many use cases, also global properties are of interest –
not only to outsiders, but specifically also to the other participants,
which might be competitors. In a production process, e.g. knowing
which types of steps a company performs frequently, or obtaining
information on quantities of a specific product or material a com-
pany processes, could reveal business secrets, without needing to
know details of individual data points.

CCS CONCEPTS
• Security and privacy→Distributed systems security; •Com-
puting methodologies→ Supervised learning.
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1 INTRODUCTION
Collaborative learning has applications in many settings, e.g. in
health care, where common models shall be obtained from dis-
tributed medical records. In this paper, we specifically focus on
a setting where companies collaborate to obtain a shared model.
This could be for anomaly detection of incidents such as fraud,
where multiple credit-card providers want to collaborate to learn
from fraudulent behaviour that yet has been observed only at a
subset of the participants. Other application scenarios could e.g.
be in manufacturing, where an automated assembly line is con-
trolled by machine learning (ML) models, or robots in logistics, and
collaborating manufacturers would like to learn how to perform
certain, for them yet unknown procedures. While such common
goals seems plausible, participants might not be willing to directly
exchange their data due to privacy or confidentiality reasons.

Approaches such as federated learning alleviate many confiden-
tiality issues of data sharing, by only exchanging an abstraction
thereof, namely intermediate or final versions of a learned model,
while providing comparable effectiveness. However, federated learn-
ing still poses risks, as the models itself can be attacked; due to
its distributed nature, it might even open up novel attack vectors,
compared to a centralised setting. Several types of attacks on ML
pipelines have recently been studied. In terms of data confidential-
ity, emphasis is put on protecting micro-level, individual data, e.g.
against attacks such as membership inference, using techniques
such as differential privacy (or other noise-addition techniques)
on the learned models. However, in this setting we consider use
cases where the confidentiality of a different kind of information
is at stake. Instead of needing to protect individual records, global
properties of the data are our concern. Inferring e.g. from a com-
petitor’s model what kind of and which quantities of products they
are producing might be more revealing than getting to know single
data points. This setting has not yet received much attention in
research, hence this paper introduces a threat model and highlights
the need for solutions to protect this type of information to enable
successful and mutually beneficial collaborative learning.

2 COLLABORATIVE ML THREAT MODEL
In this section, we discuss the goal and knowledge of attackers
targeting machine learning (ML) systems, based on [3], with a focus
on inference attacks on training data in collaborative learning.

Attacker’s Goal: The security violation can be categorised
along the axes of the so-called CIA triangle, which comprises at-
tacks against integrity, availability, and confidentiality. Our pri-
mary concern is the confidentiality of data (and meta-data and
meta-information) of the participants in collaborative learning. The
attack specificity can be either targeted, i.e. inferring information
on a specific data item or property, or untargeted, which entails
revealing information on any kind of item or property.
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Attacker’s Knowledge: Attacks can be distinguished based on
the adversary’s knowledge of the targeted system, divided into the
following categories [7]: Data knowledge denotes information
on the dataset and its distribution. An adversary often knows at
least approximately how the training set is distributed and is there-
fore able to acquire a dataset with a similar distribution ("shadow
data"). The original and shadow data are often disjoint, but might
also be (partially) joint, if the attacker has sufficient information
on the data set. Model knowledge denotes knowledge about the
architecture and parameters of the trained model, e.g. the type of
neuronal network, the activation functions and number of layers,
and the learned parameters themselves. Training knowledge de-
notes knowledge on the learning algorithm, e.g. how the model was
trained (the optimiser, number of epochs, other hyperparameters).
Output knowledge is knowledge of the predictions, e.g. the class
probability vector in a multi-class setting.

Based on the knowledge, we can then distinguish several sce-
narios. White-box: the attacker is assumed to know everything
about the targeted system. Black-box: the attacker can only use
the system, e.g. query inputs and observe outputs. Gray-box: any
setting in between, i.e. the attacker knows parts of the system.

One can further distinguish different types of attackers in col-
laborative learning, depending on their role in the training process.
An insider attacker participates in the process and has access to
the models during training. We distinguish between a participant
insider attacker who trains models locally [2], and an aggregator
attacker that collects locally trained models [12]. An outsider at-
tacker has access only to the final model after the collaborative
learning process is finished, which is roughly equivalent to attacks
on models trained in a centralised manner.

For many settings, one can further distinguish attackers based
on their adherence to the collaboration protocol. Semi-honest
(or honest-but-curious) adversaries perform a “passive” attack,
i.e. they follow the protocol, but try to gather more information
than it allows, e.g. information about the training data. Malicious
adversaries perform “active” attacks and arbitrarily deviate from
the protocol, e.g. with the goal to corrupt the learning process.

3 CONFIDENTIALITY ATTACKS AGAINST ML
Inference in the context of data publishing often distinguishes the
following types of disclosure (e.g. [8]): Identify disclosure, where
an attacker can match a specific record to an individual, attribute
disclosure, where for an incomplete record of an individual the
unknown values are inferred, and membership inference, where it
is revealed whether a person was included in a dataset.

Releasing a trained model might as well cause unintentional
information leakage about the training data, similar to leakage from
published data. Frequently, the following attacks are discussed:

Model inversion is arguably the most powerful confidentiality
attack against a model, and tries to re-create training data. The
idea is that since a learned model stores a mapping between the
input and output space, it can not only be used to infer predictions
one way (i.e. from an input sample to an output), but may also be
inverted to yield an optimal input so that the discrepancy between
the predicted value and the target response (e.g. a specific class

label) is minimised. This can be achieved by gradient descent meth-
ods, computing the local value of a loss function and incrementally
approaching the most "correct" input. Fredrikson et al. [4] show
this attack for a large feature space (an image with floating point
pixel values) and re-create training data for logistic regression and
(simple) neural networks for face recognition. A model is inten-
tionally trained to generalise relevant class-inherent features – and
thus, the re-created input will in most cases not represent a spe-
cific sample from the original data, but rather a form of average of
features with the highest influence on the model’s decision. This
explains why model inversion is feasible in specific settings (e.g.
face recognition, where one class resembles one individual), but not
others (e.g. tasks where a class represents all members of a gender),
and why even in face recognition, the results may rather resemble
an unnatural caricature rather than a plausible photograph. Others
have therefore tried to constrain the reconstructed data, by using
e.g. generative adversarial networks trained on public data [13];
their results show that this improves the appearance by far, though
it does not necessarily lead to images closer to the original data.

Model inversion pose few requirements on adversarial knowl-
edge. Primarily, output knowledge is essential, as well as model
knowledge (e.g. to perform gradient descent for input optimisation).

Attribute disclosure (or inference) can be seen as a special case of
model inversion, requiring to invert only one (or a few) attributes
from an otherwise known input sample. Fredrikson et al. [5] recover
the genetic markers of individual patients from a pharmacogenetic
linear regression model trained to predict drug dosing for patients
based on their clinical history, demographics and genotype. This
is achieved by a rather broad search over all possible value com-
binations, and eventually selecting those that produce the highest
confidence. They also investigate the protective capacity of differen-
tial privacy against their attack, and show that it is not feasible – for
differential privacy to reduce the attack success rate substantially,
the model would lose its predictive power to an extent unacceptable
in a clinical environment. Fredrikson et al. [4] later indicate that
an adversary with white box access to a decision tree model can
predict a sensitive feature with perfect precision.

Attribute disclosure requires more adversarial knowledge than
model inversion. On top of output and model knowledge, at least
for the data to be disclosed, partial inputs are needed.

Membership disclosure (or inference) assumes that the prediction
(e.g. the vector of class-likelihoods) will exhibit distinguished pat-
terns if they were part of the training data than if not – which is
closely related to overfitting. The first work by [11] describes a su-
pervised attack, and assumes that similar models trained on similar
data must behave in a similar manner. Thus, the attacker tries to
create such models (called "shadow models") from data assumed to
be similar to the original. Based on the outputs for selected samples,
and the information whether they were in the shadow training set,
a so-called attack model is trained. Unsupervised attacks rely e.g.
on the correctness of the prediction, or the prediction loss [10].

Membership disclosure requires significant adversarial knowl-
edge. Output knowledge is needed to categorise inputs as members
or not. For supervised settings, all of data, training and model
knowledge are required to create the shadow models. Unsupervised
attacks can suffice e.g. without knowledge of the model architecture
and data distribution.



Property inference allows an attacker to extract properties of
the dataset, even if they were not explicitly encoded as features
or are not correlated to the learning task. [1] are among the first
to show that it is possible to extract some characteristics of the
training set that the effectiveness of the classifier might depend
on, such as the prevalent accents in voice samples used to train a
speech recognition software. A similar technique is used in [6] to
infer training set properties from fully connected neural networks.
In particular, a meta-classifier is trained on proxy models with
the same task as the target model, while the training data was
explicitly designed to have or not have the global or class-related
target property. As an example, they try to infer if a specific dataset
contained more male than female individuals.

4 MACRO-LEVEL THREATS IN COMMERCIAL
COLLABORATIVE LEARNING

In the macro-level inference scenario of collaborative learning, we
mostly consider a white-box setting, and attackers have all types
of knowledge mentioned above – except the training data itself, as
this is at least somewhat different for each participant (otherwise
there would be a reduced incentive to collaborate). However, an
attacker with a sufficiently similar dataset and domain knowledge
available has approximate information on e.g. the possible value
ranges of attributes, or the correlations between them.

Participants in the collaborative learning can be seen as potential
insider attackers. They might be able to obtain the intermediate
models of other participants, e.g. when there are peer-to-peer learn-
ing architectures employed. In other settings, they might infer
information from the global model – maybe not in detail about
specific participants, but about the union of all of them.

Attacks on the integrity and availability of the collaborative pro-
cess are plausible, e.g. when a participant expects others to use the
collaborative model and aims to disrupt its functionality. However,
we primarily consider confidentiality attacks. The attack can
be targeted or untargeted – in both settings, the attacker might
learn valuable information to optimise its own business operation.

In terms of specific attacks, current research on property in-
ference attacks indicates this attack is capable to disclose certain
properties from a dataset. However, the properties inferred e.g. in
[1] are still rather high-level, e.g. they infer that there is a higher
proportion of a gender in the dataset, which is still very coarse;
transferred to a commercial setting, knowing that a certain product
is more prominent in a competitors operation than another product
is maybe not detailed enough to capitalise on it, and more fine-
grained information, e.g. the ratio, would be required. Thus, more
research on the attack potential to uncover fine-grained details is
required. Potentially, repeated property inference attacks could be
carried out, each targeting a binary decision for a certain level of
the potential range. Eventually, the most plausible ratio is selected
as property value. The scalability of applying the meta-classifier
based attack repeatedly also needs to be investigated.

While model inversion attacks are often discussed as targeting
individuals represented in the data, a form of model inversion could
also be a valid strategy in the macro-level setting. On the one hand,
if it would be possible to re-create the training data set, then detailed
information at least on representatives of different classes could

be obtained. However, one can also envision settings where the
attacker tries to estimate which types of well-understood classes
(e.g. materials) the competitors have frequently in their training
dataset, measured by the success of the inversion of those classes.

Furthermore, the transferability of relevant attacks to federated
settings is yet not fully explored. While initial studies have been
performed e.g. for membership inference (e.g. [9]), for property
inference and model inversion, this still needs further analysis. Po-
tential attack vectors include intercepting the local models from
individual participants (e.g. in a sequential or peer-to-peer collab-
oration setting, or as a coordinator), or inferring information on
local data from the global model that is shared back to participants.

5 CONCLUSION AND FUTUREWORK
Inference on global properties of data used in collaborative learning
environments is still an unexplored topic, and further research is
needed to fully understand the extent, severity and feasibility of
such attacks. Based on such an analysis, fitting defence methods
need to be developed. These likely need to differ from currently
dominating approaches such as differential privacy, which protect
data at the micro-scale.
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