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depth or disparity map as intermediate product. Section 2.1.1 briefly discusses the fundamentals
of the stereoscopic computation of disparity maps from stereoscopic videos.

In many applications, the disparity map is computed from two views of the same scene
using stereo vision approaches. However, if only one view is available, such as for existing
monocular videos, 2D-to-3D conversion approaches can be considered as an alternative solution.
The conversion can be performed manually by assigning disparities1 to each pixel of a video,
semi-automatically by propagating sparse user-given disparities over the entire video, or fully-
automatically by investigating monocular depth cues [119, 141]. Like in the stereo case, disparity
maps that were computed by these approaches can be adjusted to different types of displays and
utilized for novel view generation. Section 2.1.2 provides a general overview of different types of
2D-to-3D conversion approaches and their principles. In Section 2.2, special emphasis is put on
the state-of-the-art of semi-automatic 2D-to-3D conversion, which is the focus of this thesis.

Additional approaches for generating content for 3D viewing may be based on the availability
of a 3D model, from which disparities and multiple views can be rendered, e.g., with 3D computer
graphic software such as Blender [10]. Furthermore, depth can be captured directly with special
depth sensors and scanners such as Microsoft Kinect [103].

2.1.1 3D from Stereoscopic Data

Given multiple, e.g., two, images that were taken from slightly shifted viewpoints of the same
scene, a 3D model of the scene can be estimated by determining pixel correspondences between
these images (stereo correspondence problem or stereo matching problem [146]). The shift in
position of these corresponding pixels, the disparity, directly relates to the depth of a scene.
This relationship can be derived from the standard rectified stereo geometry [146]. In particular,
Figure 2.1 a) illustrates the two images within the standard rectified camera setup captured by two
cameras. The cameras CL and CR are connected by a horizontal line, which is called the baseline.
CL and CR are calibrated, i.e., the transformation (R, t) of the camera coordinate system of one
camera to the other camera is known, and rectified, i.e., the image planes of CL and CR lie in a
common plane that is parallel to the baseline. (For more details concerning camera calibration
and rectification interested readers are referred to [146].) When capturing a 3D scene using the
camera setup in Figure 2.1 a), the 3D point P is projected into the points xL and xR on the image
planes of CL and CR. During this process, CL, CR, P , xL and xR span a plane, the epipolar
plane [146]. Due to the rectified camera setup, matching points in one image plane (e.g., xL in
the left view and xR in the right view) must lie on a particular horizontal line that intersects the
epipolar plane with the image plane, i.e., the corresponding epipolar line, in the other view. This
restriction concerning the location of corresponding points provides an advantageous epipolar

1The term disparity was introduced to describe position differences in stereoscopic conditions and refers to the
field of stereo vision [101, 146]. However, semi-automatic 2D-to-3D conversion algorithms (e.g., [56, 117, 163]) use
equivalent values for their depth information. As stereo disparity, it encodes the closeness of pixels to the camera
(i.e., is large in the fore- and low in the background) and can be used to generate novel views by shifting pixel positions
accordingly. The depth information used in 2D-to-3D conversion algorithms is typically either, exactly as disparity,
given in terms of position shifts that can be used directly to generate novel views (e.g., [56, 163]) or as normalized
values ∈ [0, 1] that have to be scaled prior to that (e.g., [117]). It is not given in meters as scene depths. In the
2D-to-3D conversion literature the terms disparity and depth are used both. As in [56, 163], in this thesis we use the
term disparity when referring to depth information in the context of 2D-to-3D conversion.
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Figure 2.1: Standard rectified epipolar geometry. a) The horizontally neighboring cameras CL

and CR are rectified, i.e., the image planes lie in a common plane that is parallel to the baseline.
Matching points in one view lie on a horizontal line, i.e., the epipolar line, in the other view. CL

and CR are calibrated, i.e., the transformation (R, t) between their camera coordinate systems is
known. b) In this setup the disparity dx = xR−xL and depth Z of a 3D point P with coordinates
(X,Y, Z) and its projections in the image planes with xL and xR are related via similar triangles
(i.e., (xL, XL, CL) , (P,X,CL) , (xR, XR, CR) and (P,X,CR) ). [11, 146]

constraint, which reduces the search space for corresponding pixels in the left and the right view
to their horizontal scan-lines.

Having identified two corresponding pixels, e.g., xL and xR, which are located in the left
and the right view, the disparity dx can be determined by their horizontal position shift, i.e.,
dx = xL−xR. As shown in Figure 2.1 b), the disparity dx is inversely proportional to the depth Z
of a scene. They are related via the similar triangles (xL, XL, CL), (P,X,CL), (xR, XR, CR)
and (P,X,CR), which leads to the following equation:

Z = f
B

dx
. (2.1)

Here, f is the focal length (in pixels) and B is the baseline between CL and CR. Thus, the task of
estimating depth from a stereo image pair is reduced to the task of estimating the disparity of each
pixel (disparity map). In the context of the standard rectified stereo geometry, the process of stereo
matching can be solved by finding corresponding (matching) pixels in horizontal scan-lines of the
left and the right view. A stereo matching algorithm’s foundation to find these correspondences is
the definition of a measure that expresses the quality (or matching costs) of a potential match
between a pixel of the left and a pixel of the right view. This is typically done by measuring the
similarity, e.g., the color difference, of these pixels [134, 146]. While high similarities indicate
good matches, large matching costs point to a low matching quality. As a second step, these
costs can be aggregated. The final pixel correspondences (and thus the resulting disparity map)
are determined in terms of an optimization that is defined over the previously computed costs.
This optimization can be performed locally (e.g., [125, 126]), by selecting the disparities with the
lowest costs according to a local pixel neighborhood or globally (e.g., [12–14]), by minimizing a
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P. Westling. High-resolution stereo datasets with subpixel-accurate ground truth. In
GCPR’14: German Conference Pattern Recognition, pages 31–42, 2014.

[133] D. Scharstein and C. Pal. Learning conditional random fields for stereo. In CVPR’07:
Computer Vision and Pattern Recognition, pages 1–8, 2007.

[134] D. Scharstein and R. Szeliski. A taxonomy and evaluation of dense two-frame stereo
correspondence algorithms. International Journal of Computer Vision, 47:7–42, 2002.

[135] D. Scharstein and R. Szeliski. High-accuracy stereo depth maps using structured light. In
CVPR’03: Computer Vision and Pattern Recognition, pages 195–202, 2003.

[136] T. Schausberger. Temporally coherent cost volume filtering-based depth propagation in
videos. Master’s thesis, Vienna University of Technology, Institute of Software Technology
and Interactive Systems, 2015.

[137] M. Seymour. Art of stereo conversion: 2D to 3D - 2012.
https://www.fxguide.com/featured/art-of-stereo-conversion-2d-to-3d-2012/. Accessed:
2014-04-29.

[138] E. Sharon, M. Galun, D. Sharon, R. Basri, and A. Brandt. Hierarchy and adaptivity in
segmenting visual scenes. Nature, 442(7104):810–813, 2006.

[139] J. Shi and J. Malik. Normalized cuts and image segmentation. Transactions on Pattern
Analysis and Machine Intelligence, 22(8):888–905, 2000.

[140] Sky 3D. http://www.sky.at/3D. Accessed: 2014-04-25.

[141] A. Smolic, P. Kauff, S. Knorr, A. Hornung, M. Kunter, M. Muller, and M. Lang. Three-
dimensional video postproduction and processing. Proceedings of the IEEE, 99(4):607–
625, 2011.

[142] A. N. Stein, T. S. Stepleton, and M. Hebert. Towards unsupervised whole-object segmen-
tation: Combining automated matting with boundary detection. In CVPR’08: Computer
Vision and Pattern Recognition, pages 1–8, 2008.

[143] StereoD. http://www.stereodllc.com/. Accessed: 2014-04-29.

[144] Stereoscopic Suite X. http://www.emotion3d.tv Accessed: 2014-08-12.

[145] N. Sundaram, T. Brox, and K. Keutzer. Dense point trajectories by GPU-accelerated large
displacement optical flow. In ECCV’10: European Conference on Computer Vision: Part
I, pages 438–451, 2010.

[146] R. Szeliski. Computer Vision: Algorithms and Applications. Springer-Verlag New York,
1st edition, 2010.

[147] W. J. Tam, C. Vázquez, and F. Speranza. Three-dimensional TV: A novel method for
generating surrogate depth maps using color information. In EI’09: Electronic Imaging,
Stereoscopic Displays and Applications XX, pages 1–9, 2009.



Bibliography 163

[148] R. Tarjan. Depth-first search and linear graph algorithms. In Journal on Computing,
volume 1, pages 146–160, 1972.

[149] D. Terzopoulos and R. Szeliski. Tracking with kalman snakes. In Active Vision, pages
3–20. MIT Press, 1993.

[150] A. N. Tikhonov and V. Y. Arsenin. Solutions of ill-posed problems. V. H. Winston & Sons,
1977.

[151] D. A. Tolliver and G. L. Miller. Graph partitioning by spectral rounding: Applications in
image segmentation and clustering. In CVPR’06: Computer Vision and Pattern Recogni-
tion, pages 1053–1060, 2006.

[152] C. Tomasi and T. Kanade. Detection and Tracking of Point Features. Shape and motion
from image streams. School of Computer Science, Carnegie Mellon Univ., 1991.

[153] C. Tomasi and R. Manduchi. Bilateral filtering for gray and color images. In ICCV’98:
International Conference on Computer Vision, pages 839–846, 1998.

[154] E. Turetken and A. Alatan. Temporally consistent layer depth ordering via pixel voting for
pseudo 3D representation. In 3DTV-CON’09: 3DTV Conference: The True Vision-Capture,
Transmission and Display of 3D Video, pages 1–4, 2009.

[155] A. van Doorn, J. Koenderink, and J. Wagemans. Rank order scaling of pictorial depth.
Iperception, 2(7):724–44, 2011.

[156] C. Varekamp and B. Barenbrug. Improved depth propagation for 2D to 3D video conversion
using key-frames. In IETCVMP’07: European Conference on Visual Media Production,
pages 1–7, 2007.

[157] S. Vicente, V. Kolmogorov, and C. Rother. Graph cut based image segmentation with
connectivity priors. In CVPR’08: Computer Vision and Pattern Recognition, pages 1–8,
2008.

[158] A. Voronov, D. Vatolin, D. Sumin, V. Napadovsky, and A. Borisov. Methodology for
stereoscopic motion-picture quality assessment. In EI’13: Electronic Imaging, Stereoscopic
Displays and Applications XXIV, pages 1–14, 2013.

[159] D. Wang, J. Liu, Y. Ren, C. Ge, W. Liu, and Y. Li. Depth propagation based on depth
consistency. In WCSP’12: International Conference on Wireless Communications Signal
Processing, pages 1–6, 2012.

[160] J. Wang, P. Bhat, R. A. Colburn, M. Agrawala, and M. F. Cohen. Interactive video cutout.
In SIGGRAPH’05, pages 585–594, 2005.

[161] J. Wang, B. Thiesson, Y. Xu, and M. Cohen. Image and video segmentation by anisotropic
kernel mean shift. In ECCV’04: European Conference on Computer Vision, pages 238–249,
2004.

[162] J. Wang, Y. Xu, and M. F. Shum, H. Y. Cohen. Video tooning. In SIGGRAPH’04, pages
574–583, 2004.



164 Bibliography

[163] O. Wang, M. Lang, M. Frei, A. Hornung, A. Smolic, and M. Gross. StereoBrush: In-
teractive 2D to 3D conversion using discontinuous warps. In SBIM’11: Eurographics
Symposium on Sketch-Based Interfaces and Modeling, pages 47–54, 2011.

[164] B. Ward, S. Kang, and E. P. Bennett. Depth Director: A System for Adding Depth to
Movies. Computer Graphics and Applications, 31(1):36–48, 2011.

[165] C. Wu, G. Er, X. Xie, T. Li, X. Cao, and Q. Dai. A novel method for semi-automatic
2D to 3D video conversion. In 3DTV-CON’08: Conference on The True Vision-Capture,
Transmission and Display of 3D Video, pages 65–68, 2008.

[166] J. Wulff, D. J. Butler, G. B. Stanley, and M. J. Black. Lessons and insights from creating
a synthetic optical flow benchmark. In ECCV’12: European Conference on Computer
Vision, pages 168–177, 2012.

[167] L. Xu, Q. Yan, and J. Jia. A sparse control model for image and video editing. Transactions
on Graphics, 32(6):197:1–197:10, 2013.

[168] P. Xu, H. Fu, O. K. C. Au, and C. L. Tai. Lazy Selection: A scribble-based tool for smart
shape elements selection. Transactions on Graphics, 31(6):142:1–142:9, 2012.

[169] X. Xu, L. Po, K. Cheung, K. Ng, K. Wong, and C. Ting. Watershed and random walks
based depth estimation for semi-automatic 2D to 3D image conversion. In ICSPCC’12:
International Conference on Signal Processing, Communication and Computing, pages
84–87, 2012.

[170] L. Yatziv and G. Sapiro. Fast image and video colorization using chrominance blending.
Transactions on Image Processing, 15(5):1120–1129, 2006.

[171] A. Yilmaz, O. Javed, and M. Shah. Object tracking: A survey. Journal of Computing
Surveys, 38, 2006.

[172] YouTube, LLC. https://www.youtube.com. Accessed: 2014-04-25.

[173] J. Zhang and Z. Zhang. Depth map propagation with the texture image guidance. In
ICIP’14: International Conference on Image Processing, pages 3813–3817, 2014.

[174] L. Zhang, C. Vázquez, and S. Knorr. 3D-TV content creation: Automatic 2D-to-3D video
conversion. Transactions on Broadcasting, 57(2):372–383, 2011.

[175] Z. Zhang, C. Zhou, B. Xin, Y. Wang, and W. Gao. An interactive system of stereoscopic
video conversion. In MM’12: International Conference on Multimedia, pages 149–158,
2012.

[176] Avatar. Dir. J. Cameron, 20th Century Fox. Film, 2009.

[177] Toy Story 2. Dir. J. Lasseter, Disney Digital 3-D. Film, 2010.

[178] Star Wars: Episode I. Dir. G. Lucas, 20th Century Fox. Film, 2012.




