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Abstract— Self-organizing maps are a prominent unsuper-
vised neural network model providing cluster analysis of high-
dimensional input data. However, in spite of enhanced vi-
sualization techniques for self-organizing maps, interpreting a
trained map proves to be difficult because the features responsi-
ble for a specific cluster assignment are not evident from the
resulting map representation. In this paper we present our
LabelSOM approach for automatically labeling a trained self-
organizing map with the features of the input data that are the
most relevant ones for the assignment of a set of input data to
a particular cluster. The resulting labeled map allows the user
to understand the structure and the information available in
the map and the reason for a specific map organization, espe-
cially when only little prior information on the data set and its
characteristics is available. We demonstrate the applicability of
the LabelSOM method in the field of data mining providing an
example from real world text mining.

Keywords: Data Visualization, Neural Networks, Dimen-
sionality Reduction, Text Data Mining, Cluster Analysis

I. INTRODUCTION

Real-world data is often represented in high-dimensional
spaces and hence the similarities are hard to recognize.
With the massive advance of huge data collections, tools for
analyzing this data in order to extract and understand the
hidden information become increasingly important. Par-
ticularly neural networks offer themselves for these data
exploration tasks due to their capability of dealing with
large volumes of noisy data. One of the most prominent
neural networks for cluster analysis is the self organizing
map (SOM) [4], [5]. It provides a mapping from a high-
dimensional feature space onto a usually 2-dimensional out-
put space while preserving the topology of the input data
as faithfully as possible. This characteristic is the reason
why the SOM found large attraction in a wide range of
application arenas.

However, in spite of all its benefits, its application has
been limited by some drawbacks in terms of the inter-
pretability of a trained SOM. Reading and interpreting the
structure and the characteristics learned during the train-
ing process is not easily possible from the map display with-
out expensive manual interaction. While the map is able
to learn the distinctions between various clusters, their ex-
act extent as well as their characteristics cannot be told
from the standard SOM representation. This problem has
led to the development of a number of enhanced visualiza-
tion techniques supporting the interpretation of the self-
organizing map. However, while these enhanced visualiza-
tion techniques may provide assistance in identifying the

cluster structure and cluster boundaries by manual inspec-
tion, they still do not give any information on the char-
acteristics of the clusters. Thus, it still remains a tedious
task to manually label the map, i.e. to determine the fea-
tures that are characteristic for a particular cluster. Given
an unknown data set that is mapped onto a self-organizing
map, even with the visualization of clear cluster boundaries
it remains a non-trivial task to elicit the features that are
the most relevant and determining ones for a group of input
data to form a cluster of its own, which features they share
and which features distinguish them from other clusters.
What we would like to have is a method which automat-
ically labels a self-organizing map based on the features
learned during the training process.

In this paper we present our novel LabelSOM approach
to the automatic labeling of trained self-organizing maps
based on the information provided by a trained SOM. In
a nutshell, every unit of the map is labeled with the fea-
tures that best characterize all the data points which are
mapped onto that particular unit. This is achieved by us-
ing a combination of the quantization error of every feature
and the relative importance of that feature in the weight
vector of the unit. We demonstrate the benefits of this ap-
proach by labeling a SOM that was trained with a widely
used reference data set describing animals by various at-
tributes. The resulting labeled SOM gives a description
of the animals mapped onto units and characterizes the
various (sub)clusters present in the data set. We further
provide a real-world example from the field of full text in-
formation mining based on a digital library SOM trained
with the abstracts of scientific publications. This SOM
thus represents a map of the scientific publications with
the labels serving as a description of their topics and thus
the various research fields.

The remainder of the paper is organized as follows: In
Section II we present a brief review of related work on
the interpretation, visualization and labeling of the self-
organizing map. For the experiments reported in this pa-
per we use two different data sets which are described in
Section ITI. We then give a brief introduction to the self-
organizing map, its architecture and training rule, present-
ing the results of applying the SOM to the analysis of the
data sets in Section IV. Next, we introduce the LabelSOM
method to automatically assign a set of labels for every unit
in a trained SOM and provide results for both data sets in
Section V. We further demonstrate how additional infor-



mation on the cluster structure can be derived from the
information provided by the labeling. A discussion of the
presented LabelSOM method as well as its importance for
the area of data mining is provided in Section VI. Finally,
our conclusions are contained in Section VII.

II. RELATED WORK

Much progress has been made with respect to visualiz-
ing the cluster structure of a trained self-organizing map.
Enhancing the standard representation, the U-Matrix [15]
provides a kind of 3-dimensional visualization of the clus-
ter distances between neighboring units, representing clus-
ter boundaries as high ridges, or, in a corresponding 2-
dimensional representation, as colored 2-d mappings of a
3-d landscape similar to conventional map representations.

A similar method allowing the interactive exploration of
the distances between neighboring units in a trained SOM
is provided by the Cluster Connection technique [8], [9]. A
set of thresholds can be set interactively in order to create
a net of connected units allowing the exploration of intra
and inter cluster similarities.

A different approach is being followed with the Adaptive
Coordinate method [8], [10], [12], where the movement of
the weight vectors of the SOM during the training process
is mirrored in a 2-dimensional output space. Thus, clusters
on the resulting map can be identified as clusters of units
in the 2-dimensional AC representation of the map.

Although the combination of these methods provides a
set of sophisticated tools for the analysis of the classifi-
cation results of a trained SOM, no information on the
characteristics of specific clusters can be deducted from
the resulting representations. We may be able to iden-
tify clear cluster structures, yet have no way to tell, which
characteristics makes the clusters stand apart. The map it-
self simply represents a two-dimensional plane where data
points are located according to their overall similarity, with
no information on their specific similarities and dissimilar-
ities available. Thus, for intuitive representation, a trained
SOM needs to be labeled.

So far the majority of SOMs is labeled manually, i.e. after
inspecting a trained map, descriptive labels are assigned to
specific regions in a map. While this is a perfectly suitable
approach for the labeling of small maps where some knowl-
edge about the underlying data is present, it is unfeasible
with large maps of high dimensionality and unknown data
characteristics.

Quite frequently we also find a SOM to be labeled di-
rectly with the labels of the input data mapped onto each
particular unit. This provides a good overview of the re-
sulting mapping as long as the labels of the data points
convey some information on their characteristics. In many
situations, especially in the area of data mining, this pre-
sumption does not hold, with the labels of the data points
often simply being enumerations of the data sample.

In some situations preclassified information is available
such as in the Websom project [2], where the units of a
SOM representing Usenet newsgroup articles are labeled

with the name of the newsgroup or newsgroup hierarchy
that the majority of articles on a unit comes from. This
allows for a kind of automatic assignment of labels to the
units of a SOM using the additional knowledge provided
by the preclassification of articles in newsgroups.

A method using component planes for visualizing the
contribution of each variable in the organization of a map
has been presented recently [3]. The individual weight vec-
tor elements of the map are considered as separate compo-
nent planes which can be visualized independently similar
to the U-Matrix method for SOM representation. By man-
ual inspection this provides some additional information on
coherent regions for each vector component. However, it
requires manual interaction by examining each dimension
separately and does thus not offer itself to automatic label-
ing of SOMs trained with high-dimensional input data.

What we would like to have is a way to automatically la-
bel the units of a SOM based on the characteristics learned
during the training process.

III. THE DATA

For the experiments presented hereafter we use 2
datasets. First, we present the principles of the LabelSOM
method using the Animals data set [13], a well-known ref-
erence example, which has frequently been used to demon-
strate the clustering capabilities of the self-organizing map,
c.f. [1], [10]. In this data set 16 animals are described by 13
attributes as given in Table I. Please note that, contrary
to the experiments described in [13], we did not encode the
animals names, resulting in two pairs of vectors being iden-
tical. In this dataset we can basically identify 2 clusters of
animals, namely birds and mammals, strongly separated by
their number of legs as well as the fact whether they have
feathers or fur. Within these two clusters further subclus-
ters can be identified based on their size, looks and habits.

Following this reference example, we present the benefits
of the LabelSOM method using a real-world example from
the field of text mining based on scientific abstracts. For
this we use a set of 48 abstracts from publications of our de-
partment. These abstracts were transformed into a vector
representation following the vector space model of informa-
tion retrieval. We used full-term indexing to extract a list
of terms while applying some basic stemming rules. Fur-
thermore, we eliminated words that appear in more than
90% or less than 3 abstracts, with this rule saving us from
having to specify language or content specific stop word
lists. Using an absolute number of 3 abstracts for the mini-
mum number of abstracts a word must be present in instead
of specifying a percentage of the total number of abstracts
allows us to set a desired granularity level of detail rep-
resentation in the document vectors independent from the
size of the dataset. The documents are represented using a
tf xidf, i.e. term frequency x inverse document frequency
weighting scheme [14]. This weighting scheme assigns high
values to terms that are considered important in terms of
describing the contents of a document and discriminating
between the various abstracts. For the 48 abstracts the in-



[ Attribute|[Dove[Hen[Duck|Goose|[Owl[Hawk|Eagle|Fox|Dog[Wolf[Cat|Tiger|Lion[Horse|Zebra[Cow]

is small 1 1 1 1 1 1 0 0 0 0 1 0 0 0 0 0
medium 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0
big 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1
has 2 legs 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0
4 legs [o] 0 [o] 0 0 0 0 1 1 1 1 1 1 1 1 1
hair [o] 0 [o] 0 0 0 0 1 1 1 1 1 1 1 1 1
hooves [o] 0 [o] 0 0 0 0 0 0 0 0 0 0 1 1 1
mane 0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 0
feathers 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0
likes hunt 0 0 0 0 1 1 1 1 0 1 1 1 1 0 0 0
to run 0 0 0 0 0 0 0 0 1 1 0 1 1 1 1 0
fly 1 0 [o] 1 1 1 1 0 o] 0 0 0 o] 0 0 0
swim 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0
TABLE I

INPUT DATA SET: ANIMALS

dexing process identified 482 content terms which are used
for SOM network training to produce a clustering of the
abstracts in terms of their contents.

IV. SELF-ORGANIZING MAPS

The self-organizing map is an unsupervised neural net-
work providing a mapping from a high-dimensional in-
put space to a usually two-dimensional output space while
preserving topological relations as faithfully as possible.
The SOM consists of a set of ¢ units arranged in a two-
dimensional grid, with a weight vector m; € R™ attached to
each unit. Elements from the high dimensional input space,
referred to as input vectors x € R", are presented to the
SOM and the activation of each unit for the presented in-
put vector is calculated using an activation function. Com-
monly, the Euclidean distance between the weight vector of
the unit and the input vector serves as the activation func-
tion. In the next step the weight vector of the unit showing
the highest activation (i.e. the smallest Euclidean distance)
is selected as the ‘winner’ and is modified as to more closely
resemble the presented input vector. Pragmatically speak-
ing, the weight vector of the winner is moved towards the
presented input signal by a certain fraction of the Euclidean
distance as indicated by a time-decreasing learning rate a.
Thus, this unit’s activation will be even higher the next
time the same input signal is presented. Furthermore, the
weight vectors of units in the neighborhood of the winner
as described by a time-decreasing neighborhood function
€ are modified accordingly, yet to a less strong amount as
compared to the winner. This learning procedure finally
leads to a topologically ordered mapping of the presented
input signals. Similar input data is mapped onto neighbor-
ing regions on the map [5].

Figure 1 depicts the result of training a 6 x 6 SOM with
the animal-data provided in Table I. Following the training
procedure we find, that animals exhibiting similar charac-
teristics are mapped close to each other on the resulting
SOM. In the standard representation depicted in Figure 1,
the units are represented by the rectangles in the map, with
each unit being assigned the names of those input vectors
that were mapped onto it, i.e. for which it was the winner.
Judging from the names of the feature vectors, we find that
the upper half of the map represents solely birds, while all
mammals are mapped onto the lower half of the map. We
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Fig. 1. 6 x 6 SOM trained with the animals data set

furthermore find a distinction between hunting animals in
the left area of the map as opposed to non-hunting animals
to the right. Further clusters may be identified using any
of the enhanced cluster visualization techniques presented
before. However, we are only able to do this type of inter-
pretation for the resulting SOM representation because of
our knowledge on the underlying data and because of its
low dimensionality of 13 attributes.

Figure 2, for example, represents a 7 x 7 SOM trained
with the scientific abstracts data. In this application, the
SOM is intended to provide a clustering of the documents
based on contents similar to the organization of documents
in a conventional library. (For some deeper discussion on
the utilization of SOMs in text data mining we refer to [6],
[7], [11].) Again, the units are labeled with the names of
the document vectors, which consist of the first 3 letters
of the author’s name followed by the short name of the
conference or workshop the paper was published at. With-
out any additional knowledge on either the conferences or
the authors, the given representation is hard to interpret
although we might draw some conclusions on the cluster
structure by considering the authors names as indicators.
Enhanced visualization techniques again would help us in
detecting the cluster structure while albeit providing us
with no information on the content of the map, i.e. the
characteristics of the clusters. The only way to interpret
this SOM requires us to read all the abstracts in order to
identify descriptive terms for the various units and regions.
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Fig. 2. 6 x 6 SOM trained with the animals data set

V. LABELSOM

With no a priori knowledge on the data, even provid-
ing information on the cluster boundaries does not reveal
information on the relevance of single attributes for the
clustering and classification process. In the LabelSOM ap-
proach we determine those vector elements (i.e. features of
the input space) that are most relevant for the mapping of
an input vector onto a specific unit. This is basically done
by determining the contribution of every element in the
vector towards the overall Euclidean distance between an
input vector and the winners’ weight vector, which forms
the basis of the SOM training process.

The LabelSOM method is built upon the observation,
that, after SOM training, the weight vector elements re-
semble as far as possible the corresponding input vector
elements of all input signals that are mapped onto this
particular unit as well as to some extent those of the input
signals mapped onto neighboring units. Vector elements
having about the same value within the set of input vec-
tors mapped onto a certain unit describe the unit in so
far as they denominate a common feature of all data sig-
nals of this unit. If a majority of input signals mapped
onto a particular unit exhibit a highly similar input vec-
tor value for a particular feature, the corresponding weight
vector value will be highly similar as well. We can thus
select those weight vector elements, which show by and
large the same vector element value for all input signals
mapped onto a particular unit to serve as a descriptor for
that very unit. The quantization error for all individual fea-
tures serves as a guide for their relevance as a class label.
We select those vector elements that exhibit a quantization
error vector element value of close to 0. The quantization
error vector is computed for every unit ¢ as the accumu-
lated distance between the weight vector elements of all
input signals mapped onto unit ¢ and the unit’s weight
vector elements. More formally, this is done as follows:
Let C; be the set of input patterns z; € ®™ mapped onto

unit ¢. Summing up the distances for each vector element
k over all the vectors z; (z; € C;) yields a quantization
error vector g; for every unit ¢ (Equation 1).

qi, = Z \/ (mik - :cjk)27 k=1.n (1)

z; eC;

Selecting those weight vector elements that exhibit a cor-
responding quantization error of close to 0 thus results in
a list of attributes that are shared by and large by all in-
put signals on the respective unit and thus describe the
characteristics of the data on that unit. These attributes
thus serve as labels for regions of the map for data mining
applications.

In text mining applications we are usually faced with
a further restriction. Due to the high dimensionality of
the vector space and the characteristics of the tf x idf
representation of the document feature vectors, we usually
find a high number of input vector elements that have a
value of 0, i.e. there is a large number of terms that is not
present in a group of documents. These terms obviously
yield a quantization error value of 0 and would thus be
chosen as labels for the units. Doing that would result in
labeling the units with attributes that are not present in the
data on the respective unit. While this may be perfectly
ok for some data analysis tasks, where even the absence of
an attribute is a distinctive characteristics, it is definitely
not the goal in text mining applications where we want
to describe the present features that are responsible for
a certain clustering rather than describe a cluster via the
features that are not present in its data. Hence, we need to
determine those vector elements from each weight vector
which, on the one hand, exhibit about the same value for
all input signals mapped onto that specific unit as well
as, on the other hand, have a high overall weight vector
value indicating its importance. To achieve this we define
a threshold 7 in order to select only those attributes that,
apart from having a very low quantization error, exhibit a
corresponding weight vector value above 7. In these terms,
T can be thought of indicating the minimum importance of
an attribute with respect to the tf x idf representation to
be selected as a label.

Figure 3 shows the result of labeling the 6 x 6 SOM
trained with the animals data set depicted in Figure 1.
Each unit is assigned a set of up to 5 labels based on
the quantization error vector and the unit’s weight vec-
tor (7 = 0.2). We find that each animal is labeled with its
characteristic attributes, i.e. all birds are identified as hav-
ing feathers and 2 legs whereas the mammals have 4 legs
and hair. The remaining subclusters are identified by the
size of the animals and their preferences for hunting, flying,
swimming, etc. For example, the big mammals are located
in the lower right corner of the map as a subcluster of the
mammals. As another subcluster consider the distinction
of hunting vs. mon-hunting animals — irrespective of their
belonging to the group of birds or group of mammals. The
hunting animals by and large may be found on the left side
of the map whereas the non-hunting animals are located
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Fig. 3. Labeling of a 6 x 6 SOM trained with animals data

on the right side. Thus, we can not only identify the deci-
sive attributes for the assignment of every input signal to
a specific unit but also detect the cluster boundaries and
tell the characteristics and extents of subclusters within the
map. Mind, that not all units have the full set of 5 labels
assigned, i.e. one or more labels are empty (none) like e.g.
for the unit representing the dog in the lower left corner.
This is due to the fact that less than 5 vector elements have
a weight vector value m;, greater than 7. Another interest-
ing fact can be observed on unit (5/2)!, which is not winner
for any input signal and is labeled with small, 2 legs, big,
4 legs, hair, obviously representing a mixture of mammals
and birds and thus exhibiting both characteristics.

Figure 4 depicts the 7 x 7 SOM given in Figure 2, with
this time having a set of up to 10 labels automatically as-
signed to the the units. It leaves us with a clearer picture
of the underlying text archive and allows us to understand
the reasons for a certain cluster assignment as well as iden-
tify topics and areas of interest within the document col-
lection. For example, in the upper left corner we find a
group of units sharing labels like skeletal plans, clinical,
guideline, patient, health which deal with the development
and representation of skeletal plans for medical applica-
tions. Another homogeneous cluster can be found in the
upper right corner which is identified by labels like gait,
pattern, malfunction and deals with the analysis of human
gait patterns to identify malfunctions. A set of units in

IWe will use the notation (x/y) to refer to the unit located at row
z and column y, starting with (0/0) in the upper left corner.

plan skeletal all quideline enterprise gait hand
agent plan identify record propose april gait
skeletal task clinical clinical access novel malfunction
durative execution practice provider mechanism pattern ground
asbru agent quideline ontology administration define force
design phase last department biomechanic
real durative present malfunction
world instantiate plan collect
domain provide
three
skeletal define quideline guideline enterprise gait gait
plan domain patient intention key pattern
asbru skeletal automate main platform
limitation plan provider applied aiming
different states public bio-feedback
time keep effects
physician administration diseases
visualize active
consequent compensation
employ
easy patient provide patient concept concept evaluate
allow designe health relation first growth
changing interact care document database sample
means interest legal automation indicate
clinical health natural semantic normay
present care main view set
plan internet space specific networks
asbru patient existing large conventional
overcome tool individual
available changing patient validation discover continuous neural
information system literature learning network
provide integrate data menagement management
interactive experience define order organization
allowing ieee relation changing goal
distribute intensive feature organization temporal
work containing means conventional
needs numerical enterprise standard
built find propose challending
current technique
library qualitative validation data dimension high literature
system description validation input document
retrieval therapy monitoring dimension text
specific planning high hierarchical
combination qualitative frequency argue
needs vie-vent methods favor
digital applicabilty applied natural
combined essential organize
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built
process current current identify text hierarchy discover
classify library arrive models provide text processing
propose ay retrieval document
software reuse values on-line cluster challenging text
product practice high patient aiming document take
description software frequency ventilation visualize feature built
definition precise qualitative equipment dimension mining archive
promising retrieval illustrate benefits prominent libraries
projects relying useful values
large time
process process. cluster relation semantic discover case
hand practice connection allow input document archive
organization software input cluster rule text document
reuse quality item necessity training result legal
software key extension input similarity novel public
often improvement boundaries visualize algorithm european
problem tool grid intuitive algorithm
product investigate intuitive straight libraries
concept function movement vector increase
provide weight extension

Fig. 4. Labeling of a 7 x 7 SOM trained with paper abstracts: Up
to 10 labels assigned to each unit of the SOM

the lower left corner of the map is identified by a group of
labels containing, among others, software, process, reuse
and identifies papers dealing with software reuse. This
is followed by a large cluster to the right labeled with
cluster, intuitive, document, archive, text, input contain-
ing papers on the problems of cluster visualization and
its application in the context of document archives. Fur-
ther clusters can be identified in the center of the map on
plan validation, and quality analysis, neural networks etc.
The map is available for further interactive exploration at
http://www.ifs.tuwien.ac.at/ifs/research/ir/IFS_Abstracts/.

Additionally to the increased interpretability, cluster de-
tection is facilitated using the labels derived from the La-
belSOM method. Clear cluster boundaries can be defined
by combining units sharing a set of labels. These shared
labels can then be used as higher-level class identifiers. Ap-
plied to the 7 x 7 SOM representing the scientific abstracts,
this results in a total of 8 different clusters with a smaller
number of cluster labels as shown in Figure 5.

VI. DISCUSSION

While the labels identified by our LabelSOM method in
the text data mining example can probably not serve di-
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Fig. 5. Cluster identification based on labels: 8 clusters can be

identified using sets of common labels of neighboring units

rectly as class labels in the conventional sense, they reveal
a wealth of information about the underlying map and the
structures learned during the self-organizing training pro-
cess. The user gets a justification for the clustering as well
as information on the sub-structure within clusters by the
very attributes.

The labels themselves aid in identifying the most impor-
tant features within every unit and thus help to understand
the information represented by a particular unit. In spite of
the little redundancy present in abstracts, the labels turn
out to be informative in so far as they help the user to un-
derstand the map and the data set as such. Especially in
cases where little to no knowledge on the data set itself is
available, the resulting representation can lead to tremen-
dous benefits in understanding the characteristics of the
set as a whole as well as of individual data items. Apart
from data mining purposes they can serve as a basis for
simplified semi-automatic creation of class labels by allow-
ing the user to choose the most appropriate terms from the
automatically created list.

It is important to mention that the information used
for the labeling originates entirely from the self-organizing
process of the SOM without the use of sophisticated ma-
chine learning techniques. With the increasing use of self-
organizing maps in the data mining area, the automatic
labeling of maps to identify the features of certain clusters
based on the training process itself becomes an important
aid in correctly applying the process and interpreting the
results. Being based on a neural network approach with
high noise tolerance allows the application of the Label-
SOM approach in a wide range of domains, especially in
the analysis of very high-dimensional input spaces.

VII. CONCLUSION

We have presented the LabelSOM method to automati-
cally assign labels to the units of a trained self-organizing
map. This is achieved by determining those features from
the high-dimensional feature space that are most relevant
for a certain input data to cluster assignment. The quanti-
zation error for every vector element is calculated by taking

the weighted sum of the activation function for all input sig-
nals mapped onto a specific unit and selecting those vector
elements with the highest internal similarity as unit labels.

The resulting benefits are twofold: First, assigning labels
to each unit helps with the interpretation of single clusters
by making the common features of a set of data signals
that are mapped onto the same unit explicit. This serves
as a description for each set of data mapped onto a unit.
Second, by taking a look at groups of neighboring units
sharing common labels it is possible to determine sets of
units forming larger clusters, to identify cluster and sub-
cluster boundaries and to provide specific information on
the differences between certain clusters. Last, but not least,
labeling the map allows it to be actually read.
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