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ABSTRACT
Practitioners in the patent domain require high recall search so-
lutions with precise results to be found in a large search space.
Traditional search solutions focus on retrieving semantically sim-
ilar documents, however we reason that the different topics in a
patent document should be taken into account for search. In this pa-
per we present PatentExplorer, an in-use system for patent search,
which empowers users to explore different topics of semantically
similar patents and refine the search by filtering by these topics.
PatentExplorer uses similarity search to first retrieve patents for a
list of patent IDs or given patent text and then offers the ability to
refine the search results by their different topics using topic models
trained on the domains in which our users are active.
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1 INTRODUCTION
The ever-increasing volume [1] and linguistic complexity of pub-
lished patent documents mean that searching for both high pre-
cision and high recall results for a given information need is a
challenging problem. Practitioners in the patent domain require
search results of high quality [21], as they provide the input to
processes such as infringement litigation or freedom-to-operate
clearing [15, 23]. The use of machine learning and deep learning
methods for patent analysis is a vibrant research area [5, 12] with
application in technology forecasting, patent retrieval [4, 19], patent
text generation [13] or litigation analysis. There has been much
research on the patent domain language which shows that the sec-
tions in patents constitute different genres depending on their legal
or technical purpose [20, 23]. We reason that patents consist of
different topics contained in the different sections of the document.
The example in Figure 1 shows how a patent in the field of data-
base systems can include topics such as physical storage of data
or search interfaces—for a given patent search goal one of these
could be relevant while the other is not. In industrial settings it is
additionally important that search tools are particularly sensitive
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A real time database system configured to store database
content. . .
such that the replicas of each partition are contained on
different physical storage units. . .
wherein the system provides an interface for user
searches for documents types including video, audio. . .

Figure 1: Example (abriged) of a multi-topic patent text

to individual companies’ domains of interest, thereby improving
the quality of search results.

To provide an effective patent search tool under these condi-
tions we present PatentExplorer, an in-use system for patent search,
which empowers the users to explore different topics in search
results and refine the results by their topics. PatentExplorer uses
similarity search for first stage retrieval and domain-specific topic
modelling for refinement of the search results. We propose topic
modelling for search refinement because it is typical that a patent
document will deal with multiple related but orthogonal subjects.
For a particular information need, some but not all of these will be
relevant. Therefore we combine a document level analysis (similar-
ity) with a sub-document level analysis (topic models) for patent
search. The intention is that the user can retrieve a large set of
semantically related patents and inspect the topic distributions of
the most similar ones. In order to refine the results the user can
apply filters on specific topics, thereby increasing the task-specific
relevance of the most highly ranked results.

This paper presents the design and user interface of the in-use
web application which implements this idea as well as the technical
description. The system has been designed with a particular user
persona in mind. The intended user is a patent search professional,
and therefore is familiar with patent search tools and also has deep
knowledge of existing patent searchmethodologies, such as boolean
retrieval and category filtering, as well as having broad technical
knowledge of the relevant industrial domains.

2 BACKGROUND
In this section we give some background about related work on
patent search tools, furthermore we introduce the methods for simi-
larity search and topic models which we employ in PatentExplorer.



PatentSemTech, July 15th, 2021, online Buckley et al.

2.1 Related work
Patent search holds several domain-specific challenges for informa-
tion retrieval [15]. Furthermore serving the specific use-case setting
of practitioners in a company requires company-specific adapta-
tion of the search solution. Different techniques and approaches
have been explored to improve and refine the search results in the
patent domain, ranging from query expansion [2, 16, 25] to term
selection [10]. For prior art retrieval in the CLEF-IP workshop [19],
Verma and Varma [26] demonstrate high retrieval performance by
representing a patent document by its IPC classes and computing
similarity of patents based on the IPC classes. For patent search
tools, mainly the challenge of high coverage of all published patents
is addressed with an federated approach [22] or a single access point
via text editor [7].

2.2 Methods
2.2.1 Similarity search. Similarity search is a method for retrieval
where for a given query document, a ranked list of semantically
relevant documents is computed, as shown in Figure 2. The gen-
eral approach is to first embed the query document into a vector
representation which encodes its semantics. This representation
is then compared to the equivalent representations for each of the
known documents in the search index. The results are then sorted
by similarity score and the highest ranking results are presented to
the user. The similarity function is usually cosine similarity.

The crucial step is to find an embedding which computes a suit-
able document representation. Different representations have been
used in previous research, for instance tf-idf weighted sparse repre-
sentations, latent semantic indexing, or contextualised document
embeddings, for instance computed by a BERT model [9].

Despite the semantic richness of contextualised document em-
beddings, sparse representations have been found to be competitive
in large scale retrieval scenarios [14]. We employ tf-idf weighted
sparse representation in PatentExplorer for retrieving similar patents
in the first stage. Large scale retrieval needs to use efficient indexing,
such as algorithms for approximate nearest neighbour search [11],
to avoid computing the cosine similarity scores for every document
in the search space. Therefore we employ approximate nearest
neighbor search on the sparse representations in PatentExplorer.

2.2.2 Topic models. Topic models help to understand the internal
structure of large text data sets by summarising the themes which
occur in the documents [8]. Topic modelling is an unsupervised
approach (ie no labelled data is required) and can be applied to any
domain. The only assumptions are the distributional hypothesis,
that the frequency of occurrence of words and phrases is a good
reflection of the strength and prevalence of themes, and the assump-
tion that in general documents are a mixture of several topics. The
topic modelling process begins by converting a set of documents
into a sparse term-document matrix T containing weighted fea-
ture frequencies for each document. The topic modelling algorithm
transforms this matrix into a pair of matrices Z and D such that

T ≈ Z × D

Z , the term-topic matrix, encodes the weight of each feature with
respect to the topics and D, the document-topic matrix, contains a

Figure 2: Similarity search process

Figure 3: Similarity Search in PatentExplorer entering a list
of patent IDs or a patent text

latent representation for each document showing which topics it
belongs to.

We consider two algorithms for topic modelling in this work,
latent Dirichlet allocation (LDA) [6] and non-negative matrix fac-
torisation (NMF) [24]. LDA is a generative model which treats
documents as a distribution over topics and topics as a distribution
over words. NMF is a method for decomposing large matrices of
non-negative values into the product of smaller matrices, in this
case into the matrices Z and D. In each case the topic distributions
(the rows of the matrix D) can be interpreted as a document rep-
resentation and thus can be compared and analysed. The index of
the largest value of each row of D is interpreted as the most likely
topic for that document. Topic modelling has previously been used
in the patent domain, for instance for technology forecasting [23].

3 PATENTEXPLORER
In this section we first show the user interface of PatentExplorer
and give some implementation details about the architecture, the
data and the similarity and topic models being employed in Patent-
Explorer.

3.1 User interface
The user interaction begins with the submission of a list of patent
IDs (accession numbers) or the text of a patent, as shown in Figure 3.
The system retrieves the text of the patents given in the list of
patent IDs and creates a local copy of the text content of each of the
patents. How many of the patents in the list are found in the index
is indicated with "Dataset contains - documents". The user can then
submit the "Dataset" to the system to retrieve similar documents
based on the similarity search.

For each of the similar documents, the system also computes
their topic distribution. The distribution is displayed along with the
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accession number and similarity score between the query patent
and each similar patent, as shown in Figure 4. The most highly
weighted words for each topic, drawn from the matrix Z , are dis-
played by hovering over the bars. The figure also shows the filter
function which the system provides to re-rank the search results
according to their topics. Both positive and negative filters can be
applied. Positive filters lead to matching documents being lifted to
the top of the ranked list, negative filters lead to the matching doc-
uments being discarded from the results set. For both filter types, a
list of topics can be specified in the text field on the left hand side,
as well as two slider values. The two slider values restrict when the
filter will match: a document matches if at least one of the chosen
topics has a weight in the topic distribution of that document of at
least “min probability”. The default value is 0.1. With a max rank
of r , the filter will also only match if the chosen topic is among
the r most highly weighted topics in the distribution for that doc-
ument. So if the query document is the example in Figure 1, the
user could inspect the topic distribution to find, for instance, the
topic concerning physical storage, and apply a negative filter to
remove it, leaving those results which have more to do with user
search. Finally, when the user is finished applying filters to the
search results, the results set can be downloaded as tabular data,
preserving the filtered order and including similarity scores.

3.2 Technical implementation
3.2.1 Data. To prepare the components of our system we collected
two overlapping data sets. The source is a commercially provided
database of patent abstracts in which patents from patent offices
worldwide have been translated into a consistent, English-language
form. We chose this data source in order to achieve maximum
uniformity of the input data, however PatentExplorer makes no
strong assumptions about the content of the documents, and would
also work on publicly available patent data. The Our-Portfolio data
set contains the patents whose assignee is our company or its
subsidiaries. It contains 73k documents. We filtered this data set
to only contain patents filed since 2010, resulting in a set of 36k
documents. The All-Patents data set is the collection of all patents
published between 2014 and 2020, which contains approximately
15 million documents. For both data sets we extract the title and
abstract of the patents.

3.2.2 Architecture. The architecture of the system is shown in
Figure 5. The two main components are the similarity search and
the topic model. Each component offers an API with one function:
“get-similar-ids” and “get-topic-distribution”, respectively. The “get-
similar-ids” function receives one or more patent IDs and retrieves
the most similar documents from the search index, defined as the
cosine similarity between their representations. This is equivalent
to finding the nearest neighbours of the query document in the
representation space. The “get-topic-distribution” receives a single
patent ID and computes the topic distribution for that document
from the previously trained topic model. The search index and the
topic model are static resources which are not changed during run
time. Both components retrieve the patent document content from
the database “Patent documents” directly as required, so that the
user must only supply document IDs.

50k 100k 250k

NMF 0.65 0.67 0.69
LDA 0.61 0.63 0.65

Table 1: Coherence scores (CNPMI ) for NMF and LDA across
three data set sizes. Each score is the average over the coher-
ence scores for k ∈ {5, 10, ..., 95, 100}

3.2.3 Training the topic model. The topic model is trained on the
Our-Portfolio data set. The documents were preprocessed to remove
approximately 50 patent-specific stop words, such as “invention” or
“apparatus”, as well as usual English stopwords.We performed stem-
ming and then extracted all n-grams for n = 1, 2, 3, 4 to construct
the term-document matrix. We discarded words which occurred in
fewer than 10 documents or in more than 40% of the documents.

In preliminary experiments we used a coherence metric to in-
vestigate the optimal parameters for the topic model. In recent
years, several approaches to measure coherence have been devel-
oped based on distributional properties of word pairs over a set of
words [17, 18], which mostly differ in the pairwise scoring metric
being used. A typical choice is pointwise mutual information (PMI),
which measures the strength of association between words in a
data set within windows of a given size.

We use the coherence score CNPMI as proposed by Aletras and
Stevenson [3]. An N -dimensional context vector is created for each
wordw , whose elements are the normalised PMI values ofw with
each of the other top words of the topic. Each word w is then
assigned the cosine similarity of its context vector and the sum of
the other context vectors. The coherence score of the topic is the
average of all of these cosine similarities.

To investigate which parametrisation of topic modelling works
best for patent text we took a sample of 513k English-language
patents from those published in 2010. We removed duplicates and
documents which were either very long or very short, leaving a set
of approximately 255k documents. As we show in Table 1, both LDA
and NMF exhibit similar performance on this data set, as measured
byCNPMI , with NMF discovering marginally better topics. We find
upon manual inspection that NMF is more robust across a wide
range of number of topics. We therefore choose NMF to implement
the system. We finally use NMF with 75 topics to train the topic
model for the system on the Our-Portfolio data set.

3.2.4 Compiling the search index. To compile the search index we
must first compute an embedding for each document in the search
space. We use latent semantic indexing (LSI) to compute the doc-
ument vectors, which is the result of tf-idf vectorisation followed
by SVD compression [8]. Rather than computing the tf-idf weights
from the entire All-Patents data set, we instead compute the tf-idf
weights from the Our-Portfolio data set, so that each document
embedding in the search space will encode information which is
relevant to our industrial domains. We then apply an SVD com-
pression into 200 dimensions in order to reduce the size of each
document vector and therefore the size of the overall search index.
We use the resulting LSI projection function to compute a document
embedding for each of the 15m documents in the All-Patents data
set.
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Figure 4: PatentExplorer interface for exploring and refining the topic distribution of the search results.

Figure 5: System architecture of PatentExplorer containing
the Similarity Search and Topic Modelling component

To implement the lookup of documents given a query docu-
ment we use Annoy1, a library which provides approximate nearest
neighbour search. Each document embedding is normalised before
insertion so that the cosine similarity can be computed with the dot
product function. The similarity component of the system provides
an endpoint which returns the IDs of the n most similar documents
for some query document and some n.

4 CONCLUSION AND FUTUREWORK
In this paper we present PatentExplorer, an in-use system for patent
search. PatentExplorer gives users the ability to retrieve similar
patents given a list of patent IDs or the patent text and refine their
search results depending on the different topics of the patents. The

1https://github.com/spotify/annoy

topic models are tailored to the domain-specific topics of a company
operating in the technical domain.

Tailoring the search representation and topic models to our
domains turned out in initial user testing to offer mixed results.
Feedback from patent search experts indicates that while the sys-
tem can deliver relevant results within our domains, outside of
these domains it can return results with few or no relevant docu-
ments among the ten highest ranked results. While building and
testing our system we have found that the requirements of patent
search use cases place high demands on the accuracy of dedicated
search tools. In order to reduce the latency of the similarity search
to an acceptable level we were forced to simplify the similarity
computation, using a compressed tf-idf representation where a con-
textualised document embedding may well have produced better
results. It is also crucial to provide full coverage: The dataset of
patents which the system contains goes back to 2014, however
for prior art searches, all previously published patents should be
discoverable. Finally the need to update the search index continu-
ously leads to considerable recurring computational load and data
management tasks—this is not yet provided for.

Our future work to improve the system will include expanding
the system architecture to efficiently handle a larger number of
documents in the search space. In the longer term we intend to
investigate introducing more appropriate document representa-
tions to be used in the search index, for instance by using a large
language model such as BERT, or by learning the representations
via a supervised auxiliary task.
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