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Abstract. In order to utilize elaborate tools and techniques (like veri-

�cation) for use with clinical protocols, these must be represented in an

appropriate way. Protocols are typically represented by means of formal

languages (e.g., Asbru), which are very hard to understand for medical

experts and lead to many problems in practical use. Therefore, a powerful

user interface is needed. We identify the key problems the user-interface

designer is faced with, and present a number of \classic" solutions and

their shortcomings | which led to our own solution called AsbruView.

Its two di�erent views (Topological View and Temporal View) are pre-

sented.

1 Introduction and Motivation

Clinical protocols exist for many areas of medical care. Such protocols are typ-

ically represented as text, tables, or 
ow-charts. These representations are far

from perfect, however, because they lack a clear concept of time and do not

allow automation support for veri�cation or quality assessment. In the As-

gaard/Asbru1 project [12], a number of methods are being developed that deal

with problems of clinical therapy planning. The key element of these e�orts

is Asbru, a powerful language to represent time-oriented, skeletal plans. Asbru

has a LISP-like syntax, which makes it unusable for domain experts. Powerful

methods are useless, however, when they cannot be used by the people they are

intended for. This is why we developed a user interface that gives physicians

access to Asbru.

In section 2, we give a short introduction to the key concepts of Asbru. The

main challenges in visualizing Asbru, plus some possible solutions are discussed

in section 3. Our own approach, called AsbruView, is introduced in section 4.

We end up with a conclusion and future plans in section 5.

1 In Norse mythology, Asbru (or Bifrost) was the bridge to Asgaard, the home of the

gods (see also http://www.ifs.tuwien.ac.at/~silvia/projects/asgaard/).



2 Asbru Concepts

Asbru is a plan representation language that can capture time-oriented, skeletal

plans. In order to understand the speci�c problems we faced in visualizing Asbru,

one must be familiar with some of its basic concepts. These will be described

here brie
y. For a more detailed description, see [12].

Plan Layout (Actions). The plan body contains plans or actions that are to

be performed if the preconditions hold. A plan is composed of other plans which

must be performed in sequence, in any order, in parallel, or periodically (as long

as a condition holds, a maximum number of times, and with a minimum interval

between retries). A plan is decomposed into sub-plans until a non-decomposable

plan | called an action | is found. This is called a semantic stop condition.

All the sub-plans consist of the same components as the plan itself.

Preferences constrain the applicability of a plan (e.g., select-criteria: exact-�t,

roughly-�t) and describe the kind of behavior of the plan (e.g., kind of strategy:

aggressive or normal).

Intentions are high-level goals that should be reached by a plan, or maintained

or avoided during its execution. Intentions are very important not only for se-

lecting the right plan, but also for reviewing treatment plans as part of the ever

ongoing process of improving the treatment. This makes intentions one of the

key parts of Asbru.

Conditions need to hold in order for a plan to be started, suspended, reactivated,

aborted, or completed. Two di�erent kinds of conditions (called preconditions)

exist, that must be true in order for a plan to be started: �lter-preconditions

cannot be achieved (e.g., subject is female), setup-preconditions can. After a

plan has been started, it can be suspended (interrupted) until either the restart-

condition is true (whereupon it is continued at the point where it was suspended)

or it has to be aborted. If a plan is aborted, it has failed to reach its goals. If

a plan completes, it has reached its goals, and the next plan in the sequence is

executed.

E�ects describe the relationship between plan arguments and measurable pa-

rameters by means of mathematical functions. A probability of occurrence is

also given.

Time Annotations. Time-oriented planning is centered around Asbru's time

annotations. A time annotation is de�ned by seven entities: reference point, earli-

est starting shift (ESS), latest starting shift (LSS), earliest �nishing shift (EFS),



latest �nishing shift (LFS), minimum duration (MinDu) and maximum dura-

tion (MaxDu). Any subset of these parameters may be left unde�ned. Reference

points can be abstract points in time, so each reference point can be considered

to be the origin of its own time axis.

3 Visualization Challenges

An enormous amount of work has been done in the �eld of scienti�c and infor-

mation visualization in the last few years, but most of these approaches focus

on large amounts of multi-dimensional data. For this kind of problem, a number

of good visualizations exist now, that make data accessible [5, 6, 13, 19].

The challenges that the designer of a visualization of time-oriented plans

faces are quite di�erent, however. We identi�ed �ve main problems: hierarchical

decomposition of plans, compulsory vs. optional plans, temporal order, cyclical

plans, and temporal uncertainty. A more detailed description of these problems

plus possible solutions that inspired our approach are given below.

Hierarchical Decomposition. Plans can either be actions (\atomic") or con-

sist of sub-plans. A plan can be reused as a sub-plan of another plan. A successful

visualization must be able to communicate this concept.

This part is already satisfactorily solved in our Topological View (section

4.1). As an alternative, a tree view, like it is used for viewing �le and directory

structures, could be used.

Compulsory vs. Optional Plans. A sub-plan can be used in two di�erent

ways: it either must be executed (compulsory plan) or it can be (optional). While

a compulsory plan is easy to understand (and to depict), a way of indicating that

a plan is optional is a lot more diÆcult, especially if it must be di�erent from

the representation of temporal uncertainty (see below). A blurred depiction of

plans [9] therefore cannot be used.

Temporal Order. In some cases, only the set of plans to be used is known,

but not the order in which they will be performed. A way of depicting a plan

has to be found where the order in which they are depicted does not necessarily

correspond to the order in which they will be executed.

Flow-charts [4, 14] have been proposed for this purpose, but they do not

cover parallel plans or sets of plans that can be performed in any order (the

latter is possible2, but only with considerable e�ort that leads to diagrams that

are impossible to read). Additionally, 
ow-charts scale very poorly, i.e. become

unreadable when a large number of plans is de�ned, and they do not cover the

temporal aspect (see below).

2 By de�ning one path for every possible permutation of the plans. For n plans, this

means n! di�erent paths.



Cyclical Plans. Many actions in medicine are cyclic, for example a treatment

every two weeks, or blood tests every morning. It is of little value to display all

the many instances of the same action when it is known to be cyclical anyway.

We tried sphere and cylinder metaphors (inspired by [5]), but that did not

lead to usable representations.

Temporal Uncertainty. The time a plan takes, but also time spans that are

considered for the relevance of symptoms are not de�ned in terms of exact du-

rations. Therefore, a way of visualizing time spans, where only part of the infor-

mation (e.g. the minimum duration) is known, must be found. This information

may be re�ned later; this is called a minimum-commitment approach [23].

A related problem is that of temporal granularity. It should be possible to

tell to what accuracy a point in time has been de�ned (e.g. seconds, minutes).

Simple ways of indicating uncertainty can be found in [9, 23], but are very

limited. These approaches only tell the reader that the data is uncertain, but

not to which degree.

A very versatile, albeit diÆcult to understand solution to this problem can

be found in [20]. While the methodology proposed there is very powerful, it is

badly suited for displaying more than a few plans, especially when they are to

be executed in parallel or when they overlap.

A time annotation in Asbru consists of seven values, and thus can be under-

stood as a point in seven-dimensional space. There are a number of visualization

approaches to this kind of problem, the most usable of which are parallel coordi-

nates [6, 7]. They are, however, not useful here since they do not clearly indicate

the relations between the di�erent quantities.

The most promising way of visualizing temporal uncertainty are glyphs [15]

(or Cherno� faces [2]), which is the solution we �nally used.

Further Requirements. Following the \Visual Information Seeking Mantra"

[22], an overview should be presented �rst, so that the user can zoom into the

parts he or she wants to examine in greater detail. Details should only be dis-

played on demand.

Often, one works on a small part of a larger structure, but still wants to know

the context this part is in. Three basic ideas are used for this: the Perspective

Wall [10], FishEye Views ([3], a similar idea is used in [18]), and stretchable

rubber sheets [21]. All of these methods of showing context di�er from a simple

\lens" in that there is no abrupt break between the magni�ed area and its sur-

roundings, but a smooth transition. This, in combination with scrolling, makes

the concepts very easy to understand and use.

4 AsbruView

AsbruView consists of two very di�erent views, which complement one another.

Unde�ned components are displayed in grey in both views. This is easy to spot

because of the heavy use of color (see below).



4.1 Topological View

In the Topological View (Figure 1, [8, 11]), we use a \running tracks" metaphor.

Every plan is considered a running track, which the patient runs along while

the plan is being performed. When the plan completes successfully, the patient

is considered to have passed the �nishing line, hence a �nishing 
ag is used to

represent the complete condition (see section 2).

Although this view has a number of drawbacks (temporal uncertainty is

practically impossible to represent), it is, due to its simplicity, very e�ective in

communicating the basic concepts of Asbru. This was tested in a few preliminary

scenario-based evaluations [1] we did with our medical experts.

Metaphors from traÆc control are used for the other conditions, like a \no

entrance with exceptions" sign for the �lter precondition and a barrier for the

setup precondition. Since the setup precondition can be ful�lled, the barrier is

considered to open in this case. A traÆc light stands for the stop condition (red

light), suspend condition (yellow light) and the reactivate condition (green light).

Hierarchical Decomposition. Plans can be stacked on top of each other,

representing hierarchical decomposition. The sub-plans a plan consists of are

put on top of that plan. Each plan has a unique color, which makes plans easier

to recognize. It also makes reused plans easier to spot.3

Compulsory vs. Optional Plans. Plans that may or may not be performed

are displayed with a question-mark texture, while mandatory plans have a plain

background. As an alternative, a dotted line can be drawn around optional plans

on black-and-white displays (this line can be distinguished from the dotted line

which marks the current plan, since, in the latter one, the points move).

Temporal Order. By putting plans next to each other along the time axis,

one can indicate that these plans will be performed in this sequence. Parallel

plans are aligned along the \parallel plans" dimension (Figure 1). Plans that

may be performed in any order are put next to each other more \loosely", and

the containing plan has a groove that the plans can be put into as soon as their

sequence is determined.

Cyclical Plans. A circle symbol is used to indicate that a plan is a cyclical

plan. The maximum number of repetions can be given, but no temporal aspects,

like the minimum or maximum delay between retries.

Temporal Uncertainty is not shown in this view. Because of the perspective

distortion, it would be impossible to see the temporal dimension properly.

3 This is, of course, not true for color-blind people. For this reason, we plan to include

an option in our prototype that changes the color-selection scheme so that di�erent

plans can be discriminated more easily.



Fig. 1. A screenshot of the AsbruView program. The example depicted is from a

real clinical protocol for treating infants' respiratory distress syndrome (I-RDS). The

left/upper half shows the Topological View, the right/lower half shows the Temporal

View. In the Temporal View, the Plans Facet plus a very small part of the Conditions

Facet are visible



4.2 Temporal View

For more complicated tasks, as well as for the experienced user, a more detailed

view was developed. It is an extension to the \LifeLines" concept described in

[16, 17]. LifeLines are an extension and application of an old concept often named

timelines, and presented, for example, in [24].

The idea of LifeLines is very simple: in a diagram with time proceeding from

left to right, a horizontal line is drawn for every time span. The lines are drawn

in di�erent vertical areas, with a label to the very left of the area. While events

whose dates are known (i.e. past events) are captured very well by this approach,

it does not deal with temporal uncertainty.

Our own adaptation of LifeLines is described here in a manner similar to

section 3 (see Figure 1, lower half).

Hierarchical Decomposition. To make the hierarchical structure of the plans

visible, a tree-view-like display is used on the left side. A plan's sub-plans appear

as items underneath one another, bracketed by the containing plan. Similar to

the Topological View, each plan has its own, unique color to make identi�cation

easier, not only between di�erent facets, but also between the two views.

Compulsory vs. Optional Plans. The same method as in the Topological

View is used here.

Temporal Order. A symbol next to every \opened" plan (i.e. a plan whose sub-

plans are visible) shows its type. In the example, I-RDS Therapy is a sequential

plan, One of Controlled Ventilation is an any-order plan; a parallel plan would

be indicated by two parallel lines.

The order of execution is also indicated by the position of the plans along the

time axis. In addition, plans that are to be executed in any order are displayed

in one \time slot", with arrows pointing to other possible execution times.

Cyclical Plans. The �rst instance of the plan is shown, with arrows pointing to

other possible occurrences. If minimum and maximum delays between retries are

given, they are displayed in a manner similar to time annotations. The maximum

number of retries is given as a number next to the �rst instance.

Temporal Uncertainty. Instead of simple lines (like in LifeLines), we use an

extended version of the time annotation (see Figure 2) we proposed in [11]. The

metaphor used here makes the concept of time annotation easy to grasp. All

de�ned components of a time annotation are displayed in black; any unde�ned

components are grey. Additionally, if the LSS or EFS are not de�ned, the dia-

monds supporting the MinDu become circles. This means, they can move if the

MinDu is changed. It is also easy to understand that the MinDu cannot become

shorter than the time span between LSS and EFS, otherwise the \MinDu bar"



ESS LFSLSS EFSReference

MinDu

MaxDu

undef.

undef.

Definition:
[[ESS, LSS], [EFS, LFS], [MinDu, MaxDu], Reference]

MinDu and LFS defined to higher
precision than time axis

MinDu and LFS defined to lower
precision than time axis

2 d
3 d

Example: [[2 d, 3 d], [_, 11 d ], [6 d, _], Diagnosis]

6 d

11 dDiagnosis

Fig. 2. Time Annotations. On the left side, the de�nition of time annotations is illus-

trated (top) and an example given (bottom). On the right side, two cases are depicted

in which the time scale of the time annotations is not the same as that of the current

time axis

would fall down. Both MinDu and MaxDu are constrained in their maximum

length by ESS and LFS: they cannot extend beyond the vertical lines.

Another problem that was not solved for LifeLines is that of di�erent time

precision. The user can select the scale of the time axis in a \logarithmic way",

i.e. select a granularity of weeks, days, hours, minutes, or seconds. If a point

in time is de�ned to a higher precision than can be displayed with the current

time resolution, a circle is put at the corresponding point (Figure 2, top right).

If the whole time annotation is smaller than one unit of the current time axis, it

is only displayed as one small circle. A similar concept is used in mathematics

when one wants to draw a line from A to, but not including, B.

If a point is de�ned to a lower precision than the current time axis (such as

\plus one hour" for a time scale of �ve minutes), zigzag lines are used to mark

the area of \imprecision" (i.e. one half unit of the more precise unit to both sides

of the point; Figure 2, bottom right).

Facets. We make heavy use of the \facet" idea [16]. A facet is a vertical region

in the display (see Figure 1) that is dedicated to a certain aspect of the data. We

are using facets for all of Asbru's aspects: plan layout, preferences, intentions,

conditions, and e�ects. Facets can be opened and closed at any time, and share

a common time axis. Thus, the relation between di�erent parts of the display

is very easy to understand, and problems from di�erent views showing di�erent

parts of a plan, for example, at the same time do not arise. Vertical scrolling of

the di�erent facets is independent, however.



Since time annotations play an important role in all aspects of Asbru, the

same kind of representation can be used in all facets.

5 Conclusion and Future Plans

We have given a short introduction to Asbru, and presented the main challenges

in our e�orts to make it accessible to medical experts. A number of possible

solutions to these challenges were presented, together with their drawbacks.

The solution to the stated problems, based on many of the listed \possible

solutions", was presented. It is called AsbruView, and consists of two views: the

Topological View and the Temporal View, o�ering di�erent ways of interaction.

Most of AsbruView has been implemented, and is currently being evaluated

with medical experts.
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