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Abstract. Digital audio has become an ubiquitously available medium,
and for many consumers, it is the major distribution and storage form
of music, accounting for a growing share of record sales. However, han-
dling the ever growing size of both private and commercial collections
becomes increasingly difficult. Users are often overwhelmed by the seem-
ingly countless number of music tracks available. Computer algorithms
that can understand and interpret characteristics of music, and organ-
ise and recommend them for and to their users can thus be of great
assistance.

Therefore, a magnitude of research projects has been devoted in the
last decade to automatically to make the sound characteristics of music
machine interpretable, to e.g. allow for automatic categorisation of music,
or to recommend track which are similar to the ones a user likes.
However, music is an inherently multi-modal type of data, and increas-
ingly also other modalities of music have attracted interest from the
community. The analysis of song lyrics and other textual data, such as
websites or biographies associated with artists, together with social net-
work data, has probably attracted most research in this area.

Album covers are another dimensionality characteristic to the music —
they are often carefully designed by artists to convey a message con-
sistent with the music and image of a band. Studies have shown that
customers use album cover art as a visual cue when browsing music in
regular record stores. We thus present a study on similarities in album
covers, and their relations to certain styles and genres of bands. To this
end, we employ Self-Organising Maps together with various visualisation
techniques to automatically organise a music collection, and compare the
results obtained when using both features from the music and the album
covers.

1 Introduction and Related Work

Motivated by the vast spread of music in digital formats, Music Information
Retrieval (MIR) has become a very important field to aid private and commer-
cial users to organise their music collections. Important tasks are for instance
automatic categorisation to organise music into predefined genres or moods, rec-
ommendation of music similar to a certain song (similarity retrieval), or the
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development of novel and intuitive interfaces to large music collections. A com-
prehensive overview of the research field is given in [12].

A strong focus on music’s primary mode, the sound of a song, can be seen
from the research in the last decade. A number of methods to extract descrip-
tive features from the audio signal and to capture information such as rhythm,
speed, amplitude or instrumentation have been proposed, ranging from low-level
features describing the power spectrum to higher level ones. However, also other
modalities associated with music have increasingly been employed for common
MIR tasks.

Several research teams have been working on analysing textual information,
often in the form of song lyrics and a vector representation of the term infor-
mation contained in other text documents; an early example is a study on artist
similarity via song lyrics [8]. Other cultural data is included in the retrieval
process e.g. in the form of textual artist or album reviews [IJ.

The study in [2] suggests that ‘an essential part of human psychology is the
ability to identify music, text, images or other information based on associations
provided by contextual information of different media’. It further suggests that
a well-chosen cover of a book can reveal it’s contents, or that lyrics of a familiar
song can remind one of the song’s melody. Album covers are generally carefully
designed for specific target groups, as searching for music in a record shop is
facilitated by browsing through album covers. There, album covers have to reveal
very quickly the musical content of the album, and are thus used as strong visual
clues [3]. Due to well-developed image recognition abilities of humans, this task
can be performed very efficiently, much faster than listening to excerpts of the
songs. This motivates and increased utilisation of this modality.

A multi-modal approach to query music, text, and images with a special
focus on album covers is presented in [2]. In [5], a three-dimensional musical
landscape via a Self-Organising Map is created and applied to small private
music collections. Additional information like web data and album covers are
used for labelling; album covers should facilitate the recognition of music known
to the user. The covers are however not use in the SOM training itself.

The Self-Organising Map has also been applied to image data in the PicSOM
project [6], for Information Retrieval in image databases, incorporating methods
of relevance feedback.

In this paper, we want to empirically validate the hypothesis that album
covers can provide cues to the type of music. We therefore organise a music
collection with Self-Organising Maps using both music features and image fea-
tures, and analysing the way the album covers are organised over the map. We
investigate whether musical similarity and a similarity in the album cover art
are correlated, and whether albums can really give a clue on the music they
represent.

The remainder of this paper is structured as follows. Section 2] gives a brief
outline over the SOM framework and visualisations employed, while Section
will introduce the feature sets employed to describe our music collection. Our
experiments are then detailed in Section [5] before we conclude in Section [6



2 SOM Framework

We employ the Java SOMToolbox frameworkﬂ developed at the Vienna Uni-
versity of Technology, which provides methods for training SOMs. It further
comprises an application for interactive, exploratory analysis of the map, allow-
ing for zooming, panning and selection of single nodes and regions among the
map. The application also allows to display digital images on top of the map
grid, thus it can easily be used to visualise the album covers.

To facilitate the visual discovery of structures in the data, such as clusters,
a wealth of approximatively 15 visualisations are provided, among them the U-
Matrix [14] and Smoothed Data Histograms|13]. The former indicates distances
between SOM nodes by colour-coding, and thus hints on cluster boundaries,
while the latter visualises density in the data, also indicating clusters as nodes
with high density. We also utilise the Thematic Classmap visualisation [9]. It
which shows the distribution of meta-data labels or categories attached to the
data vectors mapped on the SOM, by colouring the map in continuous regions,
similar as e.g. a political map does for countries. To this end, it performs a
Voronoi tessellation of the map space, and assigns colours to each Voronoi region
to indicate how much a class contributes to the data items in that region.

To provide a partition of the map into separate clusters, the framework pro-
vides several clustering algorithms that can be applied on the vectors of the
SOM nodes, such as Ward’s linkage [4] algorithm.

3 Feature Sets

To obtain a vector representation of the music collection, we employ on the one
hand methods that extract descriptive features from the audio snippets, as well
as methods to extract features capturing information from the album covers.

3.1 Audio Features

The following descriptors are extracted from a spectral representation of an audio
signal, partitioned into segments of 6 sec. Features are extracted segment-wise,
and then aggregated for a piece of music computing the median (for RP and
RH, see below) or mean (for SSD, see below) from multiple segments.

We describe the feature extraction algorithms very briefly, please refer to the
references for further details.

Rhythm Patterns The feature extraction process for a Rhythm Pattern (RP) is
composed of two stages. First, the specific loudness sensation on 24 critical fre-
quency bands is computed through a Short Time Fast Fourier Transform (FFT).
The resulting frequency bands are grouped according to the Bark scale, and suc-
cessive transformation into the Decibel, Phon and Sone scales takes place. This
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results in a psycho-acoustically modified Sonogram representation that reflects
human sound perception. In the second step, a Discrete Fourier Transform is ap-
plied to this Sonogram, resulting in a spectrum of loudness amplitude modulation
per modulation frequency for each critical band. After additional weighting and
smoothing steps, a Rhythm Pattern exhibits magnitude of modulation for 60
modulation frequencies on the 24 critical bands [7].

Rhythm Histogram A Rhythm Histogram (RH) aggregates the modulation am-
plitude values of the critical bands computed in a Rhythm Pattern, and is thus
a descriptor for general rhythmic characteristics in a piece of audio [7].

Statistical Spectrum Descriptor The first part of the algorithm for computation
of a Statistical Spectrum Descriptor (SSD), the computation of specific
loudness sensation, is equal to the Rhythm Pattern algorithm. Subsequently at
set of statistical values (mean, median, variance, skewness, kurtosis, min and
max) are calculated for each individual critical band. SSDs therby describe fluc-
tuations on the critical bands; they capture both timbral and rhythmic informa-
tion. In a number of evaluation studies, SSD have often shown to be superior for
musical genre classification tasks [7].

3.2 Image Features

Colour Histogram This feature set computes the distribution of pixel values in
the RGB colour space. For each colour channel, a histogram of values (from 0 to
255) is computed from all pixels in the image. To reduce the dimensionality, we
employed binning of the values. 128 bins for each channels were determined as
a good value through experimental evaluation in classification tasks. Thus the
total dimensionality of such a feature vector is 384 dimensions.

Color Names Colour names [I6] are a level of abstraction on top of a colour
histogram — the colour space is divided in the 11 basic colours black, blue,
brown, gray, green, orange, pink, purple, red, white and yellow. Each pixel is
associated with one of these colours, and then, as before, a histogram of values
for the whole image is computed. This feature vector thus has eleven dimensions.

SIFT — Bag of Visual Words Scale Invariant Feature Transform is a local feature
descriptor which is invariant to certain transformations, such as scaling, rotation
or brightness. The algorithm extracts interesting points in an image, which can
then be used to identify similar objects. The points usually lie on high-contrast
regions of the image, such as object edges. We utilise the algorithm presented in
[15], which utilises a Harris corner detector and subsequently the Laplacian for
scale selection. We created a 1024 dimensional codebook (Bag of Visual Words),
capturing the relative distribution of the SIFT features.



4 Collection

Music information retrieval research in general suffers from a lack of standardised
benchmark collections, being mainly attributable to copyright issues. Nonethe-
less, some collections have been used frequently in the literature. These were
howeber not usable for the study in this paper, as none of these collection comes
with a complementary set of album covers, and additionally most collections ei-
ther miss information about song title and artist, or are royalty free music from
relatively unknown artists — for both cases, automated fetching album covers
from the web is not feasible.

Therefore, we composed our own test collection containing both audio snip-
pets and album covers, by crawling data from the webshop amazon.com, which
provides rich information for their music shop. Considering the best-selling list
from several different genres, for each album (or maxi-single) found, we down-
loaded the cover, and the 30 second audio snippet of the first song. We thereby
skipped entries for which either the cover was of too poor quality (below 400x400
pixels), or the 30 second song snippets was missing. Amazon organises the con-
tents of it its music shop into 25 top-level genres, with many sub-categories;
songs may, and frequently are, assigned to multiple genres. We aimed at select-
ing rather diverse and non-overlapping genres, to achieve distinctive styles in
the cover art, and thus chose genres such as ’Goth and Industrial Rock’, 'Rap
and Hip-Hop’, 'Reggae’, "Country’, ’Electronic’, *Classical music’ and ’Blues’.
Overall, the collection comprises more than 900 songs.

5 Experimental Analysis

We trained maps of the size 22x18 nodes, i.e. a total of 352 nodes, with each
of the audio features. From a manual inspection, the map trained with SSD
features seems to provide the best arrangement of music according to the authors
perception, superior to RP and RH features.

This map is depicted in Figure [1} with the result of a clustering of the nodes
superimposed on the map lattice.

It can be observed that the classical music (indicated by light-grey colour) is
separated rather well from the other genres, being mostly located in the upper-
right corner. This area also matches the boundary detected via the clustering of
the map nodes using the Ward’s linkage method. Gothic and Alternative rock
music, indicated in green, is mostly located in the lower-left corner, though a few
pieces are distributed on other areas as well. These pieces are mostly slow songs,
using a lot of instrumentation found also in e.g. classical music, such as violins,
and therefore most of these mapping patterns appear logical from a musical
point of view. Reggae music (red) can be mostly found in the upper-left corner
and upper-centre, often together with Hip-Hop (blue), with which it shares a lot
of rhythmic and tempo characteristics. Jazz/Blues (dark-grey), which borrows
many styles from other genres, is organised in a number of smaller, but in itself
rather consistent, clusters. The distribution of these clusters all over the map



Fig. 1. Distribution of genres over the map with SSD audio features. Clusters
obtained via Ward’s linkage clustering of the nodes is indicated by white lines

is motivated by the nature of this genre, which is a confluence of several music
traditions, and has incorporated many aspects of popular music. Electronic music
(pink) shows no clear pattern, distributed in small groups all over the map.

In Figure [2] a Smoothed Data Histogram (SDH) visualisation of this map
is depicted, with the ’Islands of Music’ [13] metaphor, where islands represent
areas with high density. It can be seen that the arrangement of different genres
correlates to some degree with the SDH, such as in the area of high-density in
the upper right, which represents the cluster of classical music.

For a more detailed inspection, Figure [3] depicts 24 nodes in the upper-right
corner of the map, the area containing mostly classical music; this section of
the map contains a total of 64 songs. To indicate the genre, the class visuali-
sation [9] from Figure [1]is also used in this illustration, using the same colours
as background for the different genres as in Figure [1] On a first glance, there
seems to be a certain coherence between the album covers. The most striking
shared characteristics between the classical music album covers seems to be the
frequent use of photos of people, in some cases the artists themselves, in other
cases the musician interpreting the piece of music. These album covers generally
follow a rather simple pattern for the background, consisting of few colours, and
none or few objects. Many of the albums also simply feature a completely white
background. The album covers on the top-edge of the figure mostly belong to the
electronic genre; most of them share very similar instrumentation as the classical
pieces, mostly the use of a piano or flutes. However, the album art seems to differ
quite strongly, with a stronger use of dark colours, and more complex themes.



Fig. 2. Smoothed Data Histograms of the map with SSD audio features

We can make similar observations for areas with Jazz and Country music,
such as the area on the lower-right of the map, shown in Figure[d(a)] Again, most
of the covers feature portraits of the artists; however, there is a slightly different
pattern in the background, using more darker colours, and thus allowing a subtle
differentiation between the previous examples. Similar observations can be made
for many Reggae songs.

A cluster with songs from the Gothic and Alternative Rock genre is shown
in Figure Out of a total of 13 covers, only six show people, and in most
cases, these portraits are heavily altered and appear more artificial. Noteworthy
is also the use of many dark and flashy colours, which create a dark appearance.

While other areas of the map do not show that clear patterns, it can be
concluded that at least to a certain degree, musical similarity as determined by
the SSD audio features and the vector projection of the SOM also coincides with
some similarity in album cover art.

When organising the map with the image features, we build again on the
assumption that album covers carry some clues about the music characteristics,
and thus similar music should be located in neighbouring regions of the map.
However, when using the simple features such as colour histograms or color
names, the latter being depicted in Figure this assumption is not fulfilled.
While the organisation of album covers along the colour properties gives a nice
overview, this arrangement does not match with the genres they belong to, as
can be seen in Figure There is basically no region in the map that shows a
continuous area of similar music. We can thus conclude that for an interface to
music, simple features such as the ones derived from colours are not sufficient.

Figure depicts a section of a map trained with the SIFT BoV features.
This section holds covers that, with a very few exceptions, depict people; further,
most of the songs are from the Hip-Hop genre. It could thus be concluded that
SIFT BoV features can be useful to detect shapes of faces, which we identified
earlier as an important aspect for several genres. We can also observe in some



Fig. 3. Album covers in the cluster of classical music (SSD audio features, top-
right corner)

other areas that these features are very well working on depicting outliers, mostly
albums with very complex cover art. However, similar observations as for the map
with color names hold true — the features don’t seem to be able to capture the
complex similarities in the covers very well.

Finally, we applied the method described in [11], which allows for a analytical
comparison of SOMs. It enables to identify differences in mappings obtained by
different SOM trainings, by indicating which data items are mapped closely
together in both maps. It can also be used to compare two maps trained on
different features, for example on the music and song lyrics, as in [I0]. Applying
this method to the maps trained with the album cover features and the ones
extracted from the music, we notice only a very small percentage of matches in
the two different mappings — most of the songs that were mapped together in
the music SOM are mapped to divergent areas in the album cover SOM.

6 Conclusions

We performed an analysis of the similarity of album art and the music they
represent. To this end, we extracted audio features from the music, and image
features from the album covers, and trained a set of SOMs with it. The SOM
trained with the audio features revealed that in a number of cases, the musical
similarity of the music is also reflected in the album covers, e.g. by the use of



(a) Country, Jazz and Classical (b) Gothic and Alternative Rock

Fig. 4. Album covers in the map with SSD audio features

(a) Color names (b) SIFT features

Fig. 5. Music maps trained on the image features from the album covers

portraits or rather abstract objects, and also partly by the colours. The maps
trained with the image features could, however, only reconfirm some of these
similarities, when using the SIFT features to describe the visual content.

We thus conclude that while there is potential in using album covers for
music information related tasks, there is a need for more powerful image feature
descriptors. Such descriptors could be face detectors, more advanced use of points
of interest features, and a combination of these features into a single descriptor.
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